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Abstract of the Dissertation

Measurement of the Ratio of Inclusive Cross Sections

σ(pp̄ → Z + b-jet)/σ(pp̄ → Z + jet) at
√

s = 1.96 TeV

by

Yıldırım Doğan Mutaf

Doctor of Philosophy

in

Physics

Stony Brook University

2005

Using the data collected with the DØ detector at
√
s = 1.96 TeV with

integrated luminosities of about 180 pb−1, we have measured the ratio of

inclusive cross sections for pp̄→ Z + b-jet to pp̄→ Z + jet production. The

inclusive Z + b-jet reaction is an important background to searches for the

Higgs boson in associated ZH production at the Fermilab Tevatron collider

and is sensitive to the b quark content of the proton. This thesis describes

our measurement which is performed using the dimuon decay channel of the

Z boson, i.e. Z → µ+µ−. The ratio in the dimuon channel is measured to be

1.86 ± 0.44 (stat) +0.24
−0.28 (syst)% for hadronic jets with transverse momenta

pT > 20 GeV/c and pseudorapidities |η| < 2.5, consistent with next-to-

leading order predictions of the standard model. This measurement is also

combined with the result of the same ratio using the dielectron decay of the

Z boson, and the combined measurement of the ratio of cross-sections yields

2.11 ± 0.41 (stat) +0.22
−0.25 (syst)%.
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In addition to our measurement, we also study optimization procedures

for the search of Z(µµ̄) + bb̄ signal at DØ . We demonstrate that substantial

improvements in the signal sensitivity can be obtained by choosing more

optimal selection cuts tailored for this signal and by combining the attributes

of the similar objects in the events like muons and jets.
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Chapter 1

Introduction

The work presented in this thesis describes a study of the b-jet production in

association with electroweak Z boson. The study consists of two parts. First,

we make a measurement of the ratio of cross sections for inclusive Z + b-jet

process to inclusive Z+jet processes in the dimuon channel. The result from

the dimuon channel of the Z boson decay is also combined with a similar

measurement performed in the dielectron channel. These results provide the

first experimental tests of the theoretical predictions on the production cross

sections for the respective processes and establish an important first step for

the search for the Higgs boson.

In the second part of our study, we look for ways to perform an optimized

search for the Z + bb̄ production which is the most important background

for the Higgs boson in the similar final state. We believe custom tailored

analysis schemes are more suitable for these type of rare signal searches and

propose basic improvements for a future search program.

In its construction, this dissertation consists of six chapters. Chapter

2 (Theoretical Overview) provides an introduction to the current status of

1



1. Introduction 2

the particle physics and lays the foundations to understand the motivation

behind the original work presented in the later chapters. Chapter 3 (Ex-

perimental Apparatus) briefly discusses the Tevatron proton antiproton ac-

celerator and the DØ detector which are used as the primary apparatus in

our study. Chapter 4 (Offline Event Reconstruction at DØ ) describes the

primary methods of particle reconstruction used in DØ and provides quan-

titative measurements for the performance related to muon and jet recon-

structions. This chapter also provides a discussion of the b-tagging methods

which form the central analysis tools used in our study for the identifica-

tion of b-jets. After these general introductory chapters, we present the first

study of the b-jets produced in association with Z bosons at the DØ detec-

tor. Chapter 5 (Production of Z + b-jet in Dimuon Channel) presents the

measurement of the ratio of cross sections for inclusive Z+b-jet process to in-

clusive Z+jet processes in the dimuon decay channel of the Z boson. Besides

the techniques used for the measurement of this physical quantity and the

corresponding uncertainties, this chapter provides a detailed account of how

the associated backgrounds are measured and a pseudo-independent means

of cross-checking the validity of the b-tagging methods used in this measure-

ment. We also shortly decribe the similar analysis in the dielectron channel

in Chapter 6 (Dimuon and Dielectron Channel Combination) and combine

the two individual measurements into a single result. A comparison between

the next-to-leading order QCD calculations and our combined measurement

is presented in this chapter as well. Finally, in the last chapter, Chapter 7

(Outlook for Z+bb̄ Cross Section Measurement), we perform an optimization

study for the search of Z + bb̄ signal for future studies at DØ .
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Physical quantities presented in this thesis follow a convention often em-

ployed in high energy physics. Due to their frequent occurence in the units,

we prefer adopting the system of units in which h̄ = c = 1, unless noted

otherwise. Therefore the energy, momentum and the mass of the particles

are all presented in the same unit, often selected as GeV (1 GeV = 1 × 109

eV or 1 GeV = 1.60219× 10−10 J).



Chapter 2

Theoretical Overview

This chapter presents a basic overview of the framework, the so called Stan-

dard Model, that describes our current understanding of matter particles

and interactions between them. An interested reader is directed to several

excellent and extensive resources on the same account [2], [3] and [4] for more

rigorous understanding.

2.1 Standard Model of Particle Physics

In the early 20th century, our understanding of the fundamental constituents

of matter was made up of a set of a few particles like the proton, neutron,

and the electron together with the electromagnetic field carrier particle called

the photon. During the same period, two groundbreaking theoretical achieve-

ments, special relativity and quantum mechanics, were also developed which

formed the basis of contemporary particle physics.

Our current understanding of the fundamental building blocks of matter

as well as the existing interactions is more complete and integrated in a

4
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framework which is called the Standard Model. In the Standard Model, all

matter is composed of fundamental spin-1/2 particles called the quarks, that

carry fractional electric charges (±2/3 e and ±1/3 e) and leptons, that carry

electric charges of ±1e (e.g. electron) or zero (e.g. neutrinos). Protons and

neutrons, the fundamental particles of the early 20th century, are now known

to be composite particles each containing three valence quarks of different

flavors.

The interactions between these matter particles are also described by

the Standard Model. Apart from gravity which is neglected due to its very

weak strength and not yet incorporated into the Standard Model, the forces

responsible for the interactions between the particles are electromagnetic as

well as the weak and strong nuclear forces. As a consequence of the quantum

nature of the universe, the energy is carried by discrete quanta that are

identified as particles which transmit the corresponding force. This quantum

nature of fields was originally proved to be true for photons and thus for

electromagnetic fields via photo-electric effect and Compton scattering. We

also know today that there exist W±/Z0 particles and gluons, all bosons

obeying Bose-Einstein statistics, which transmit the weak and strong nuclear

forces respectively.

2.1.1 Particles

The particles can be considered in two categories, the particles that make

the matter and those that transmit forces or interactions. In this section,

we will only review the matter particles and leave the discussion of the field

particles for the next section. The matter particles are divided into two major
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Figure 2.1: Properties of fermion particles, quarks and leptons, adapted from [5]. These

particles are all accompanied with corresponding anti-particles not shown separately.

categories called quarks and leptons and their properties are summarized in

Fig. 2.1.

A quark is a spin-1/2 fermion which carries fractional electric charge as

well as the color charge of the Quantum Chromo-Dynamics (QCD) which

we will review later. There are only six observed species of quarks (also

called flavors) along with their anti-particles. These quarks are called up,

down, charm, strange, bottom and top. While most of the mass of all the

elements in the universe is due only to the up and down type quarks as

well as the QCD binding energy between them (since they make the protons

and neutrons), other types of quarks are created in high energy cosmic ray

showers or artificially in high energy particle collisions.

One fascinating characteristic of quarks is that they can not be observed

in isolation. When separated from a bound state, the force required to free

the quark from this state becomes very large due to the fact that the interec-
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tion strength increases with distance and therefore decreases with momentum

transfer. Understanding of this feature, which is called the asymptotic free-

dom, has led to 2004 Nobel Prize in Physics [6], [7]. When large amount of

energy is introduced to separate the quark from its bound state (as in high

energy hadron collisions), a series of quark and antiquark pairs are produced

which then form new bound states.

Bound states of quarks are called hadrons and these strongly interact-

ing particles are built from two different quark combinations. Baryons are

hadrons of three quark bound states (e.g. QQQ) and protons and neutrons

are most common examples of such particles with up-up-down and up-down-

down quark combinations respectively. Mesons are hadrons of paired quark-

antiquark combinations (e.g. QQ̄); pions (π0,±) and kaons (K0, K̄0 and K±)

are the most commonly produced mesons.

Leptons are also spin-1/2 fermions with integral electric charges, 0 or ±

e as seen in Fig. 2.1. The neutral leptons are called neutrinos1 (ve, vµ and

vτ ) and their existence was first predicted by Wolfgang Pauli to account for

the imbalance in the momentum and energy in certain radioactive decays.

Charged leptons are electrons (e±), which exist in all atoms, muons (µ±)

which were first observed in cosmic rays and tau leptons (τ±) which were

discovered in high energy experiments. Apart from their mass, the last two

charged leptons have similar characteristics as the electron.

Each charged lepton and its corresponding neutrino form a flavor pair

which is conserved in particle reactions excluding recent findings of neutrino

oscillations. For example, when a muon decays to an electron, a muon neu-

trino as well as an electron neutrino is created:

1Meaning “the little neutral one”.
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Figure 2.2: Feynman diagrams showing the exchange of photon between the two elec-

trons. The diagram on the left shows the electron scattering process whereas the diagram

on the right shows the electron annihilation followed by an electron-positron pair produc-

tion.

µ− → e− + v̄e + vµ

2.1.2 Interactions

The combination of quantum mechanics and relativity gives rise to the in-

troduction of quantum fields and the associated quanta of these fields. In

a quantum field theory, the particle interactions are interpreted as the ex-

change of field particles. For example, the classical Coulomb force between

two charged particles can be thought as an exchange of photons. A charged

particle emits a photon and recoils; the emitted photon is absorbed by an-

other charged particle, which changes its motion as a result. The Feynman

diagram for such an interaction is shown in Fig. 2.2.

There are four fundamental forces, and their basic properties are listed

in Fig. 2.3.

A quantum field theory for gravity has not yet been devised and hence
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Figure 2.3: Types of fundamental forces in nature and some of their properties, adapted

from [5].

currently is not included in the Standard Model. However, electromagnetic,

weak nuclear and strong nuclear forces are incorporated into the framework

of the Standard Model through electroweak theory and quantum chromody-

namics respectively.

Electromagnetic Interactions

Electromagnetic interactions take place between the charged particles and

the field carrier photons with strength determined by the dimensionless fine-

structure constant, α (Eq. 2.1).

α =
e2

h̄c
' 1

137
(2.1)

The field theory describing the electromagnetic interactions and used to

calculate cross-sections for these processes is called quantum electrodynam-

ics (QED). An important feature of QED is that the theory is said to be

renormalizable. To explain this with an example, we can describe an elec-

tron constantly emitting and re-absorbing virtual photons. These processes

contribute to the mass of the electron and such divergences ultimately lead

to the calculation of infinitely large electron mass. However, it is shown that
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these divergences can be contained within mass and charge terms in the cal-

culations and hence a new normalization for these quantities can be defined.

The new definitions are replaced with their experimentally determined val-

ues and thus the QED calculations yield finite predictions for cross-sections

when presented in terms of the physical quantities (like the mass of electron).

This technique is called renormalization.

Another important property of electromagnetic interactions is that of

gauge invariance. Gauge invariance simply refers to the invariance of the

field Lagrangian under groups of unitary transformations denoted by U(1)

and SU(n) for n > 1 where n is the dimensionality of the gauge charge space.

QED is a U(1) type theory which means that the QED Lagrangian stays

constant when the charged particle wave function undergoes an arbitrary

phase change accompanied by a suitable change in the photon field as shown

in Eq. 2.2. This invariance leads to the conservation of electric charge and

currents.

ψ(x) → eiqλ(x)ψ(x) (2.2)

Weak Interactions

The weak interactions occur among quarks and leptons. The most commonly

known process involving weak interactions is the beta decay of a neutron:

n→ p+ e− + v̄e

The weak interactions are mediated by massive bosons W± and Z0 as

shown in Fig. 2.4. The masses of W± and Z0 bosons are measured experi-

mentally to be 80.425±0.033 GeV and 91.1876±0.0021 GeV respectively [8].
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Figure 2.4: Feynman diagram showing the weak decay of neutron to proton accompanied

by the emission of W− boson which decays to an electron and electron-neutrino in a very

short timescale.

Exchange of W± bosons results in the change of the charge of the lepton as

well as the quark and is called a “charged-current” reaction while Z0 boson

exchanges do not cause any change in the electric charges and hence called

“neutral-current” reactions.

The quantum field theory which describes the weak interactions was first

outlined in 1967-8 by Glashow, Salam and Weinberg (GSW) and brought

about the unification of the weak forces and electromagnetic interactions [9].

By replacing the U(1) group of quantum electrodynamics, GSW introduced

the unification of weak interactions with electromagnetism via the introduc-

tion of more complex SU(2)×U(1) transformations.

Local gauge invariance under SU(2) group transformations requires the

introduction of three massless spin-1 gauge bosons W+, W− and W 0. The

conserved charge is called the weak isospin and the fermions are arranged

into weak isospin doublets. To account for the experimental observations of

Z0 boson and the photon, the SU(2) symmetry group is combined with U(1)

bringing in another gauge boson called B0. The gauge invariance of this new
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combination leads to the conservation of the so-called weak-hypercharge which

is a combination of weak isospin and electric charge. In order to give the two

observed bosons, the weak eigenstates of W 0 and B0 are mixed leading to

the orthogonal combinations of photon and Z0 as shown in Eq. 2.3 and 2.4.

γ = W 0 sin θW +B0 cos θW (2.3)

Z0 = W 0 cos θW −B0 sin θW (2.4)

where θW is the weak mixing angle, a parameter of the electroweak theory.

Strong Interactions

Strong interactions take place between the constituent quarks which make

up the hadrons. The mediating particles of the strong force are called gluons.

Quantum chromodynamics, which describes the strong nuclear forces, intro-

duces a new internal degree of freedom called color. Figuratively speaking,

each quark is supposed to have one of the three possible colors; red, blue or

green. Anti-quarks have the anti-colors: anti-red, anti-blue and anti-green.

Gluons carry two labels at one time, one color and an anti-color label such

that the color is conserved at each interaction. For example, a red quark

can turn into a blue quark by emitting a red-antiblue gluon which would

conserve the net color. Leptons and the EW bosons are all colorless particles

and therefore do not interact via strong forces.

Quantum chromodynamics describes the strong interactions in terms of

an SU(3)2 gauge invariance and this leads to the existence of 8 gauge bosons

2Three refers to the three colors in QCD
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corresponding to different two-color combinations of 8 gluons. Due to the fact

that two gluons can have color charges, they can interact with each other, a

situation not observed with neutral electroweak bosons such as photons.

The most striking feature of the quantum chromodynamics is that it

requires all the isolated particles to be colorless i.e. a combination of red-

green-blue quarks or color-anticolor pairs. This leads to the known particles

of three quark baryonic states and two quark meson states. Color confine-

ment requires that when a quark is separated from its bound state, the extra

energy is turned into a quark-antiquark pair and new hadrons are created.

Breaking a hadron is therefore something similar to breaking a bar magnet

where the broken pieces are not separately N or S poles but rather individual

magnets of both N and S poles.

Due to the color confinement, quarks and gluons are experimentally ob-

served as a jet of colorless particles. In a collision with sufficient momentum

transfer, the hadron collisions can be considered to be occuring between the

incoming quarks or gluons which are collectively called partons to indicate

a constituent of a hadron. Fig. 2.5 shows the schematic diagram for such

a collision where the two partons fuse to create a virtual gluon which then

splits into a quark-antiquark pair.

Since the quarks can not roam freely in isolation, color confinement

requires the production of colorless and stable hadrons. This process of

hadronization results in a jet of colorless particles which live long enough to

be detected in the detector with a total momentum nearly equal to that of

the initial parton.

The probability to observe a specific flavor parton with a given momentum
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Figure 2.5: A schematic diagram showing the leading order proton-antiproton interaction

resulting in the production of two jets.

inside a hadron is often presented with the parton distribution functions

(PDF). PDF’s, specific to each hadron and are parametrized as a function of

fractional parton momentum within the hadron, denoted x, and defined as

in Eq. 2.5. A recent PDF set obtained from experimental data is shown in

Fig. 2.6, where

x ≡ |~pparton|
|~phadron|

(2.5)

Since the proton is composed of two up quarks and one down quark, by

definition;

1∫
0

uv(x)dx = 2 (2.6)

and

1∫
0

dv(x)dx = 1 (2.7)

As Fig. 2.6 shows, there is also non-zero probability of observing other

partons in the proton produced as virtual quark pairs. These quarks are
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Figure 2.6: Parton distribution functions with error bands in xf(x) standard form

obtained from deep inelastic scattering experiments. PDF for valence up and down quarks

as well as gluon and strange quarks are shown, [10]. Refer to the text for description.

called sea quarks and differ from the constituent two up and down quarks

which are called valence and denoted with subscript v in Eq. 2.6 and 2.7. In

summary, the proton is composed of three valence quarks, a sea of quark-

antiquark pairs which are created and annihilated continuously, and finally a

collection of gluons which hold all the quarks together as indicated schemat-

ically in Fig. 2.7.

2.2 Electro-Weak Symmetry Breaking

The existence of force carriers and interactions follows from the gauge invari-

ance principle which requires that the Lagrangian of matter fields is invariant

under gauge transformations. Choosing a particular gauge transformation

leads to a specific type of interaction and this can simply be illustrated for
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Figure 2.7: An artist’s view of inside of the proton. Three valence quarks are marked

with the letter v.

electromagnetic interactions.

The Lagrangian shown in Eq. 2.8 is not invariant under U(1) gauge trans-

formation in Eq. 2.9. The new Lagrangian under this gauge transformation

becomes Eq. 2.10.

L = iψ̄γµ∂µψ −mψ̄ψ (2.8)

ψ(x) → ψ′(x) ≡ e−iqλ(x)ψ(x) (2.9)

L′ = L+ (qψ̄γµψ)∂µλ(x) (2.10)

However, when we introduce an extra field Aµ which transforms as Aµ →

A′µ ≡ Aµ + ∂µλ(x), then the Lagrangian in Eq. 2.10 becomes:

L′ = iψ̄γµ∂µψ −mψ̄ψ − (qψ̄γµψ)Aµ (2.11)
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and the gauge invariance is preserved [4]. The extra term added introduces

the interaction between fermions and a massless gauge boson which is the

photon field of electromagnetic interaction. Other interactions can also be

derived in a similar manner by applying other gauge transformations.

After this example of the gauge invariance principle, we can observe the

spontaneous symmetry breaking through a simple mathematical formalism.

For this purpose, we follow the introductory presentation used in [2]. We

start by considering the Lagrangian of a scalar field φ in the following form:

L =
1

2
(∂µφ)(∂µφ)− V (φ) (2.12)

If the effective vacuum potential, V (φ), is an even function of the scalar

field φ,

V (φ) = V (−φ) (2.13)

then the Lagrangian in Eq. 2.12 is invariant under a simple parity transfor-

mation:

φ→ −φ (2.14)

A general potential can be written as in Eq. 2.15 to ensure bounded

oscillations about the vacuum state and renormalizable theory.

V (φ) =
1

2
µ2φ2 +

1

4
|λ|φ4 (2.15)

The state of lowest energy applies to the minima of the effective potential

V (φ). If the parameter µ2 is positive then the minimum of the potential

occurs for:

< φ >0= 0 (2.16)



2. Theoretical Overview 18

The Lagrangian for the study of the small oscillations around this mini-

mum is unchanged from the original Lagrangian and the original symmetry

with respect to the parity transformation is maintained. However if µ2 < 0,

the potential becomes:

V (φ) = −1

2
|µ2|φ2 +

1

4
|λ|φ4 (2.17)

which has a minimum at:

< φ >0= ±

√√√√−µ2

|λ|
≡ ±v (2.18)

Thus, the minima of the potential correspond to two degenerate vacuum

states. In order to show that the choice of either ground states leads to the

breaking of the original Lagrangian symmetry, we consider the oscillations

about < φ >0= +v and define a shifted field about this ground state:

φ′ = φ− v (2.19)

In the new representation, the ground states corresponds to < φ′ >0= 0

and the transformed Lagrangian becomes:

L =
1

2
(∂µφ

′)(∂µφ′)− |µ2|
(
φ′4

4v2
+
φ′3

v
+ φ′

2 − v2

4

)
(2.20)

which does not respect the symmetries of the original Lagrangian. This

phenomenon of vacuum state not sharing the symmetry of the Lagrangian is

called the spontaneous symmetry breaking. It is called spontaneous since no

external agency is responsible for breaking the symmetry; unlike the agent

of gravity which breaks the symmetry of up and down directions as opposed

to the unbroken symmetry observed in left and right directions.
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Furthermore, the Lagrangian for small oscillations about the vacuum

yields:

LS.O. =
1

2
(∂µφ

′)(∂µφ′)− |µ2|φ′2 (2.21)

which is the Dirac Lagrangian of small oscillations for a particle with mass

equal to
√

(2|µ2|).

Besides the discrete symmetries, the same phenomenon can also be ob-

served in continuous symmetries like the rotation or SO(2) group transfor-

mations. In this case, the Lagrangian for two scalar fields φ1 and φ2 can be

written as in Eq. 2.22.

L =
1

2

[
(∂µφ1)(∂

µφ1) + (∂µφ2)(∂
µφ2)

]
− V (φ2

1 + φ2
2) (2.22)

The Lagrangian is invariant under rotations in two dimensions:

φ =

 φ1

φ2

 →

 cos θ sin θ

− sin θ cos θ


 φ1

φ2

 (2.23)

Considering the similar potential as in Eq. 2.17 and replacing the field by

φ, we quickly observe that positive µ2 corresponds to the symmetry conserv-

ing vacuum state < φ >0= (0, 0). However, the choice of negative µ2 yields

to spontaneous breaking of the symmetry since the absolute minima occurs

at:

< φ2 >0=
−µ2

|λ|
≡ v2 (2.24)

which corresponds to a continuous selection of distinct vacuum states. If we

select the simple physical vacuum state of < φ0 >= (v, 0) then we can again

describe the small oscillations about this state by a transformed field:

φ′ = φ− < φ0 >≡

 η

ζ

 (2.25)
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again yielding a small oscillation Lagrangian of

LS.O. =
1

2

[
(∂µη)(∂

µη) + 2µ2η2
]

+
1

2

[
(∂µζ)(∂

µζ)
]

+ const. (2.26)

Eq. 2.26 represents the Dirac Lagrangian of two particles in the spectrum.

The η-particle which is associated with the radial oscillations has a mass of√
2|µ2|. However, the ζ-particle is massless. The existence of the two parti-

cles is a direct consequence of the transformation we used and the massless

particle is referred as a Goldstone boson [2].

In the presence of the massless vector field, Aµ, the corresponding La-

grangian of the small oscillations take the form in Eq. 2.27 [2].

LS.O. =
1

2

[
(∂µη)(∂

µη) + 2µ2η2
]
− 1

4
FµνF

µν +
q2v2

2
A′µA

′µ + const. (2.27)

where Fµν = ∂νAµ − ∂µAν and A′µ = Aµ − ∂µλ(x). The non-zero vacuum

expectation value of the field breaks the SU(2)×U(1) symmetry of the elec-

troweak theory and the particle spectrum corresponding to this Lagrangian

consists of

• an η-field of mass equal to
√
−2µ2 (µ2 < 0).

• a massive vector field A′µ, with mass equal to qv.

• no ζ-field

After spontaneous symmetry breaking, the massless Goldstone boson (ζ-

particle) is absorbed in a massive vector field in the presence of Aµ. This is

the process which gives the W± and Z0 bosons their observed masses and the
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remaining massive scalar η, is known as the Higgs boson [11]. The vacuum

expectation value for the Higgs boson field (v) can be expressed in terms of

the Fermi coupling constant as in Eq. 2.28 [12].

v =
1√
2GF

' 246 GeV (2.28)

2.2.1 Phenomenology of Higgs Boson

Although the theoretical formalism presented above gives a good description

of the massive electroweak bosons, it also introduces a massive, spin-0 particle

called Higgs boson. For this description to be fully accepted, the existence

of the Higgs boson must experimentally be observed. Despite the prediction

of such a particle, the theory does not provide a direct estimate of what the

mass of this particle should be.

Nevertheless, the standard model provides clues to the likely mass of

Higgs boson. One of the constraints on the mass of the Higgs boson is

obtained by requiring that current electroweak theory is valid and no new

physics intervenes up to a cutoff scale Λ. This is called the triviality bound

and it yields a range of upper and lower bounds for the possible Higgs masses

as a function of the cutoff energy limit as shown in Fig. 2.8. The triviality

condition requires that if the electroweak theory is the effective field theory

up to the Planck scale (∼ 1019 GeV ), the Higgs boson mass must not be

lower than 130 GeV and not exceed 180 GeV [15]. For other cutoff energies,

other ranges of Higgs boson masses are allowed. Alternatively if the Higgs

boson is found with a mass of lower than 130 GeV , then it is likely that the

hints of new physics should be observed below the Plack scale.
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Figure 2.8: The lower and upper Higgs mass bounds as a function of the energy scale Λ

at which the Standard Model breaks down, assuming Mt = 175 GeV and αs(mZ) = 0.118.

The shaded areas reflect the theoretical uncertainties in the calculations of the Higgs mass

bounds, adapted from [13] and [14].

Precision electroweak measurements are also sensitive to the Higgs boson

mass through radiative corrections. The effect of some of the experimentally

known precision data is used to put constraints on the Higgs boson mass by

the LEP Electroweak Working Group [16] in the context of SM and their fit

is shown in Fig. 2.9. The yellow-colored band covering the lower regions of

the possible Higgs boson masses is obtained through direct searches at LEP,

and the 95 % confidence level (C.L.) lower limit due to the non-observation

of the Higgs is set at 114.4 GeV [17]. Fig. 2.10 shows the possible values of

the Higgs boson mass as a function of the W boson and top quark masses,
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Figure 2.9: Goodness of the electroweak precision data fit (∆χ2 ≡ χ2 − χ2
min) versus

the mass of the Higgs boson (mH). The line shows the fit using all available data and the

band shows the estimate of the theoretical uncertainty. The yellow vertical band covering

the low mass regions shows the 95 % C.L. exclusion limit on the mass of the Higgs boson

from direct searches at LEP, adapted from [16].

again in the context of the SM.

In the Tevatron collider at Fermilab, with proton-antiproton collisions

of center of mass energy near 2 TeV, the dominant channel of a light Higgs

boson production occurs via gluon fusion, gg → hSM and Higgs decays mainly

to a pair of b-quarks. However due to overwhelming QCD dijet background,

this channel does not provide sufficient discrimination for the discovery of the

relatively small Higgs signal. The SM Higgs boson production channels at
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Figure 2.10: Regions of allowed Higgs boson mass consistent with the measurements for

the mass of the W boson and the top quark. The red solid circle shows the limit from

the indirect measurements of LEP-I and SLD and the green dashed circle shows the direct

measurements from proton-antiproton colliders and LEP-II experiments. In both cases

the 68 % C.L. curves are plotted, adapted from [16].
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Figure 2.11: Higgs production cross-sections (in units of pb) at 2 TeV proton-antiproton

collisions at Tevatron.

Tevatron are shown in Fig. 2.11 with the expected production cross-sections,

[13].

The next-to-largest cross-section production channels for a light Higgs

boson are the so-called Higgs-strahlung processes where the original quark

and anti-quark pairs from the colliding hadrons fuse to create a virtual elec-

troweak boson (W ∗ or Z∗) which later decays into a real electroweak boson

and a Higgs boson. The diagram for this process is shown in Fig. 2.12. These

vector boson associated production processes are more easily separated from

background than the gluon fusion channel since the leptonic decay channels

of the vector bosons can be exploited to significantly reduce the multijet

background.
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Figure 2.12: The associated production of Standard Model Higgs boson with a vector

boson. The qq̄ pair refers to different flavors of quarks for the associated production with

W bosons (like ud̄) and same flavor of quarks for the associated production with Z bosons

(like uū).

The main decay channels of a Standard Model Higgs boson are also shown

in Fig. 2.13. Since the Higgs boson coupling to other Standard Model par-

ticles increase with the particle masses, it is natural to expect that a light

Higgs decays mainly to a pair of b quarks, the heaviest particles kinematically

allowed for a light Higgs boson below 135 GeV . However if the Higgs bo-

son is heavier, than decays to the real or virtual electroweak bosons become

kinematically possible and these channels start to dominate for Higgs boson

masses larger than 135 GeV .

2.3 Heavy Quark Production with Z Boson

In the previous section, we have discussed that the most promising chan-

nels to discover light Higgs boson at Tevatron are the associated production

channels where the Higgs boson is produced with an accompanying W or Z



2. Theoretical Overview 27

Figure 2.13: Branching ratios of the dominant decay modes of the Standard Model

Higgs Boson obtained with the program hdecay [18] including QCD corrections beyond

the leading order. The shaded bands represents the effect of uncertainty in the input

parameters like αS , mb and mt.

boson. For the Higgs boson mass ranges below 135 GeV, the Higgs decays

mainly to a b anti-b quark pair. We require that the vector boson can decay

leptonically (W± → `±ν̄` or Z → `¯̀).

In this thesis, we concentrate on the production channels involving Z

bosons where Z decays to a pair of muons (Z → µ+µ−). The production

cross-section for the ZhSM production is about 0.07 pb for a Higgs mass

of about 130 GeV [13]. The most important background for this channel

is the QCD production of bb̄ through gluon splitting in association with Z

boson. The two final states are similar with signatures of two high momentum
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leptons and two b-jets.

The most important tools for reducing the Z + bb̄ background have been

studied and possible multi-variate tools were proposed involving the dijet

mass, jet momenta as well as other topological variables [19]. However be-

fore such a discrimination is possible, the Z + bb̄ signal has to be observed

at the Tevatron and production of heavy quarks in association with elec-

troweak bosons must be studied. To date, there is no experimental study or

measurement of this process and all our estimations rely on the theoretical

next-to-leading order QCD calculations.

In the following chapters of this thesis, we study the inclusive production

of the Z + b-jet production and develop the tools for optimal ways of mea-

suring the Z + bb̄ cross section. An extensive phenomenological study of this

process at hadron colliders can also be found in reference [20].

Inclusive b-jet production has two major components;

• Scattering of the b quark present in the incoming beam hadron as a

result of gluon splitting which occurs inside the proton. The gluon

splitting inside the proton produces a pair of b quarks but only one of

them undergoes hard scattering and detected as a heavy jet. The other

b quark usually has a low momentum due to the low momentum of the

initial gluon and gets lost in the beam remnant particles. Examples of

such production are shown in Fig. 2.14 where only the scattered heavy

quark is shown.

• Scattering of consituent light quarks inside the proton and creation of a

gluon which subsequently decays to a pair of b quarks giving a two b-jet

final state. There is also a significant chance of detecting this two b-jet
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final state as a single b-jet event due to reconstruction efficiencies and

kinematic acceptance. It is also possible that two jets can be very close

to the each other and the reconstruction algorithms can reconstruct

these jets as a single jet. Examples of the two b-jet production are

shown in Fig. 2.15.

Figure 2.14: Associated production of a Z boson and a single high momentum heavy

quark, Qg → ZQ (Q = b or c).

Figure 2.15: Associated production of a Z boson and a pair of heavy quarks, qq̄ → ZQQ̄

(Q = b or c). Both involve splitting a final state gluon but have Z radiated at different

places.

The next-to-leading order calculations of cross sections for b-jets of trans-

verse momentum3 larger than 15 GeV and absolute pseudo-rapidity, |η|,
3Transverse momentum, pT ≡ |~p| × sin θ.
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smaller than 2 are summarized in Table 2.1, [20]. For jet reconstruction a sim-

ple cone algorithm of radius 0.7 is assumed. In the case of two partons within

a cone of radius 0.7, they are merged intoa single jet with four-momentum

equal to the sum of the two partons’ four-momenta. The kinematic cuts are

applied after any merging is performed. For more detailed definitions of these

quantities, the reader is referred to chapter 3.

In Table 2.1, ZQ refers to the final state of exactly one heavy quark;

Z(QQ̄) refers to exactly one jet, which contains a merged heavy quark pair;

ZQj refers to exactly two jets, one of which contains a heavy quark; ZQQ̄

refers to the final state of two jets, both of which contains a heavy quark. The

meanings of Zj and Zjj follow similar convention. In the calculation of the

ZQ cross section, the mass of the heavy quark is neglected in order to simplify

the calculations. The error made by this approximation is proportional to

(mQ/p
Q
T )2 and included in the uncertainty estimates [20]. The mass of the

heavy quark is maintained throughout the ZQQ̄ calculations in order to

regulate the divergences that would arise from a gluon splitting to massless

collinear quarks.

In the last column of Table 2.1, inclusive next-to-leading order cross sec-

tions are provided for Z +Q and Z +QQ. Only the inclusive Z +Q cross-

section calculations are reported with uncertainties due to the variations in

the renormalization scale, factorization scale, and the parton distribution

functions respectively [20].

In chapters 5 and 6, we show a measurement of the ratio of cross sections

for the inclusive Z + b-jet to inclusive Z+jet processes. Being the first study

of Z + b-jet production, this measurement has the importance of providing
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ZQ Z(QQ̄) ZQj ZQQ̄ ZQ inclusive

gb→ Zb 10.4 0.169 2.19 0.631 13.4± 0.9± 0.8± 0.8

qq̄ → Zbb̄ 3.32 1.92 — 1.59 6.83

gc→ Zc 16.5 0.130 3.22 0.49 20.3+1.8
−1.5 ± 0.1+1.3

−1.2

qq̄ → Zcc̄ 5.66 6.45 — 1.70 13.8

Zj Zjj Zj inclusive

qq̄ → Zg & gq → Zq 870 137 1010+44+9+7
−40−2−12

Table 2.1: Next-to-leading order cross sections (in units of pb) for Z boson production in

association with heavy quark jets at the Tevatron [20]. No branching ratios are included.

Refer to text for descriptions.

an experimental test of the QCD predictions provided in Table 2.1 and es-

tablishes an explicit confirmation of a related process to the most important

background for Higgs searches.

In addition, this measurement provides another indirect benefit in that it

provides experimental data to study the b quark density in the proton. The

inclusive Z + b-jet production gets the largest contribution from the single

b quark production where the final state b quark derives from the parton

sea inside the incoming proton. Although our measurement does not make

a clear distinction between initial state and final state b quark productions,

our study could provide useful data for further studies of the heavy flavor

content of the proton.



Chapter 3

Experimental Apparatus

In this chapter, we present an overview of the Fermilab Tevatron proton-

antiproton collider and the DØ experiment that were utilized in the making

of this study. Both the Tevatron collider and the DØ detector went through

several upgrades in the course of their operation and the descriptions given

in this chapter represent their current operating conditions. We note that

future upgrades in these structures are also being planned and we will briefly

discuss the motivations for future upgrades in this chapter as well.

3.1 Tevatron Accelerator Complex and Run II

With approximately 1 TeV 1 per particle beam energy, the Fermilab Tevatron

collider is currently the highest energy particle accelerator operating in the

world. Along the circumference of 4.26 miles, proton and anti-proton particle

trains (series of bunches) are both accelerated and steered to create head-on

collisions at two interaction points where two detectors, CDF and DØ are

1The nominal energy of the particles in the colliding bunches is 0.98 TeV.

32
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placed to record these collisions. Therefore the Tevatron collider serves the

purpose of both an accelerating synchrotron and a storage ring.

Using superconducting magnets and stochastic cooling technologies to

prepare low emittance antiprotons, the Tevatron collider started its opera-

tions in 1983 with a beam energy of 512 GeV [21]. It was 1985 when the beam

of particles reached the energy of 800 GeV and first collisions were observed

at the Tevatron. A year later the beam energy was raised to 900 GeV with

which Tevatron and the experiments started their 10 years of operation, a

remarkable era in high energy physics that led to the discovery of the top

quark in 1995.

Finally, with the replacement of Main Ring with the Main Injector, for

injecting protons and anti-protons into the Tevatron, the Tevatron collider

started its second phase of operation in March of 2002, called Run II, with

considerably higher colliding particle flux 2 and about 10% higher beam

energy. In this document, we will describe the state of the Tevatron collider

during this phase. The physics results presented here are extracted from the

collider data collected during this period as well.

The Fermilab Tevatron Accelerator is a very complex structure and the

Tevatron ring itself is the last piece of a series of accelerating structures, as

seen in Fig. 3.1, that are essential for a successful operation. More infor-

mation on the technical details of the accelerator complex can be found in

the references [22, 23]. However, we will briefly review the workings of the

accelerator from the creation of individual particle beams to their collisions.

• Ion Source and Pre-Accelerator

2Or luminosity, which will be defined later in the text.
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Figure 3.1: Schematic view of the Fermilab Accelerator Complex adapted from [24].

The several structures shown in this figure are drawn to approximate scales.
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Figure 3.2: Schematic view of magnetron operation for the hydrogen ion source [26].

The accelerator chain starts at the pre-accelerator where the beam par-

ticles are in the form of negatively ionized hydrogen gas (H−). These

ions are produced using a magnetron surface-plasma source [25] and ac-

celerated to a beam energy of 18 keV. A schematic view of magnetron

operation is shown in Fig. 3.2. The hydrogen gas entering the mag-

netron is stripped of electrons by the electric field between the anode

and the cathode surfaces. The positively charged hydrogen gas ions

(or protons) strike the cathode and collect extra electrons absorbed on

the surface. Only a small portion of these initial positive ions (∼ 10

%) collect two electrons to become negative ions (H−). The negative

ions are extracted from the magnetron using an electric field of 18 kV

applied by the extractor plate shown in Fig. 3.2.

Using a Cockcroft-Walton accelerator, 18 keV ions are accelerated through
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Figure 3.3: Schematic view of the linac tanks with concentric Alvarez-type drift tubes

[26].

a 750 kV potential, attaining 750 keV net energy in the process 3. Af-

ter being accelerated to 750 keV, the beam is transferred to the Linac

using one of the five transport lines which are used to connect several

parts of the accelerator complex.

• The Linac

The Fermilab Linear Accelerator (LINAC) is a 400 MeV hydrogen ion

accelerator composed of two different types of acceleration structures.

At the first stage, Alvarez-type drift tubes accelerate the ions up to

116 MeV operating at 201.25 MHz. This part of the linac is 79 m long

and has 5 cylindrical steel tanks inside which 23 to 59 concentric drift

tubes are suspended in the center. The second part of the Linac is

called the side-coupled cavity Linac and operates in the same fashion

as the drift-tube linac but with higher efficiency. This portion of the

Linac is 67 m long with 7 side-coupled cavities operating at about 805

MHz.

3H− ions have one proton and two electrons, giving 1 electron charge per ion. These

ions gain 1 eV energy when accelerated through a potential of 1 V.
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Figure 3.4: Schematic view of the Booster synchrotron.

Besides accelerating the hydrogen ions up to 400 MeV, the Linac also

bunches the beam coming out of the pre-accelerator in pulses of 201.25

MHz rather than providing a continuous stream of particles.

• The Booster

The Booster is a 75.47 m radius synchrotron ring and the first syn-

chrotron accelerator in the accelerator chain (see Fig. 3.4). It acceler-

ates the 400 MeV ions extracted from the Linac to a kinetic energy of 8

GeV through RF cavities and alternating gradient magnets [26, 27]. A

typical pulse duration for injected beam is 10 turns in the synchroton

ring.

Before the injection to the Booster, a debuncher is used to reduce the
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momentum spread of the beam (typically∼0.3 %) that corresponds to a

bunch length of approximately 8 mm in the Booster. The debuncher is

a basic RF system which harmonizes the ions in the bunch by boosting

the ions behind the beam (slow particles) and slowing down the ones

ahead of the beam. After debunching, the hydrogen ions are passed

through carbon foil layers which strip electrons from the ions and hence

leaving only protons in the beam.

During the acceleration in the Booster, protons are kept in the same or-

bit by bending magnets with varying magnetic field strength (40 gauss

at injection and 7000 gauss at extraction). The beam is accelerated

by varying the RF frequency from 37.77 MHz at injection up to 52.81

MHz when they reach the kinetic energy of 8 GeV . This procedure

of increasing the magnetic field strength and the RF frequency is the

fundamental idea behind the sycnhrotron accelerators.

• The Main Injector

The Fermilab Main Injector is a 150 GeV accelerator with a circum-

ference of about 2 miles [28]. The main purposes of the Main Injector

are to accelerate the 8 GeV protons up to 150 GeV for injection to the

Tevatron and to provide 120 GeV protons to the anti-proton source.

The construction of the Main Injector and its replacement of the Main

Ring also provided the significant luminosity increase needed for many

Run II physics programs.

The overall benefits of the Main Injector can be summarized as:

1. Increase in the proton intensity for antiproton production from
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4.5× 1015/hour to 12× 1015/hour.

2. Increase the total number of protons injected to the Tevatron up

to 6× 1013.

3. Acceleration of antiprotons in stacks of about 2×1012 for injection

to the Tevatron.

4. Reduction in the beam background effects at the interaction points

caused by Main Ring before.

• The Anti-proton Source

The production of anti-protons is a much more difficult process than the

production of protons from the hydrogen gas described before. One of

the main problems in producing the anti-protons is the time required to

collect the necessary number of anti-protons. This production is a very

inefficient process with one or two anti-protons produced for every 105

protons striking the production target. Therefore, the main limiting

factor for the Tevatron luminosity is the production of anti-protons.

The anti-proton source is a facility which includes the target station

and two rings which are called the Debuncher and the Accumulator

[29]. The production of the anti-protons starts with the extraction

of 120 GeV proton beam from the Main Injector containing a stack

of 5 × 1012 protons. With the help of extraction bending magnets,

the proton beam is diverted to the target station where the incident

beam is further focused into a small area using a series of quadrupole

magnets.

A visual description of the collision process is given in Fig. 3.5. Fo-
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Figure 3.5: The process of anti-proton production [29]. A nickel target is used to create

a shower of particles which contains anti-protons.

cused beams of protons strike a nickel target and the collisions produce

a shower of secondary particles. This shower is further focused using a

lithium lens known as the “Collection Lens”. Negatively charged par-

ticles in the secondary beam are extracted by means of dipole magnets

whereas all the rest of the particles are absorbed at a beam dump. At

this point the average kinetic energy of the particles in the negative

particle beam is about 8 GeV with a significant spread in the range of

particles’ momenta.

The key to accumulating a large and intense number of anti-protons

is a process called stochastic cooling. Stochastic cooling is a technique

that is used to remove the randomness of the initial anti-protons pro-

duced at the nickel target. The randomness of the momenta of the

particles in the anti-proton beam can be described by a “temperature”

or “isotropy”, hence the stochastic cooling process reduces the temper-

ature of the beam (“cools”) and maintains a homogeneous beam on a

particle by particle basis.
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• The Debuncher and Accumulator The Debuncher and Accumula-

tor are two anti-proton storage rings within the same rounded-triangle

type tunnel with a circumference of about 51 m. The antiprotons from

the target station are transferred into the Debuncher where the mo-

mentum spread of the particles is reduced.

The purpose of the Accumulator, on the other hand, is to collect large

quantities of anti-protons before injection to the Main Injector. The

Accumulator also creates the bunch structure for the anti-proton beam

that coincides with the proton beam already in the Main Injector. As

we mentioned before, this collection of anti-proton stack is a long pro-

cess and it usually takes many hours before reaching the desired amount

of anti-protons (∼ 1012) to be injected back into the Main Injector

where they are accelerated to 150 GeV .

• The Tevatron

The Tevatron is the last piece of the accelerator structure in the Fer-

milab Accelerator complex and it is also the site where proton anti-

proton collisions occur. The Main Injector supplies proton and anti-

proton beams of 150 GeV and these beams are then accelerated to 980

GeV inside the Tevatron ring.

The Tevatron bends the beams of particles and keeps them in the orbit

using a large array of superconducting dipole magnets that provide

fields of up to 4 T, operating at liquid helium temperatures. The shape

of the beams are further focused near interaction points (where the

detectors are) using a series of quadrupole focusing magnets in order

to provide increased luminosity.
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As seen in Fig. 3.1, there are two small beam transverse size spots along

the Tevatron ring, BØ and DØ points. Currently, BØ point hosts the

Collider Detector Facility (CDF) Experiment and the DØ interaction

point hosts the DØ Experiment.

Performing as a storage ring, the Tevatron accommodates 36 bunches of

protons and anti-protons travelling in opposite directions with bunch

spacing of 396 ns (2.5 MHz crossing rate). A useful set of Tevatron

operating parameters are given in Table 3.1 for the two periods of

running.

3.1.1 Luminosity and Cross-Sections

In high-energy physics, the processes are often expressed with a cross-section,

σ, which is a measure of the interaction probability per unit flux. In collider

experiments, the flux corresponds to the size and amount of particles in

the colliding beams and is referred to as the luminosity, L. The luminosity

depends on a number of beam characteristics at the interaction point like

the number of particles in each colliding beam, number of bunches and the

transverse sizes of the bunches. It is often expressed in units of cm−2s−1 and

it takes the form given in Eq. 3.1 at Tevatron [30].

L =
fBNpNp̄

2π(σ2
p + σ2

p̄)
F

(σ`

β∗

)
(3.1)

where;

f ≡ revolution frequency

B ≡ number of bunches
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Run Ib Run IIa

Energy (GeV ) 900 980

Bunches 6 36

Bunch Length RMS (mm-mr) 0.6 0.43

Protons(p)/bunch 2.32× 1011 2.70× 1011

Antiprotons (p̄ )/bunch 5.50× 1010 3.00× 1010

Total Antiprotons 3.30× 1011 1.30× 1012

p̄ production rate (1/hr) 6.00× 1010 1.70× 1011

Proton Emittance (mm-mr) 23π 20π

p̄ Emittance (mm-mr) 13π 15π

Beta Function (β∗) @ IP (mm-mr) 0.35 0.35

Average Luminosity (cm−2s−1 ) 1.6× 1031 8.1× 1031

Integrated Luminosity (pb−1 /week) 3.2 16.3

Bunch Spacing (ns) 3500 396

Interactions / Crossing (@ 50 mb) 2.7 2.3

Table 3.1: Miscellenaous Tevatron operating parameters [30]. Run Ib is the period of

running from 1994 to 1995 and Run IIa is the period of running which started in 2002 and

is still in progress.

Ni ≡ number of protons or anti-protons

σi ≡ gaussian width of the proton or anti-proton beam

F (σ`/β
∗) ≡ form factor

The cross-section, on the other hand, is expressed in units of barn where 1

barn≡ 10−28 m2. Although it is intuitive to relate this quantity to an effective
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geometrical area as in the case of classical elastic collisions, this quantity is

not associated with anything similar in high-energy physics. Cross section is

merely a figure of interaction probability and when combined with a given

luminosity, it gives the interaction rate for a specific process as given in

Eq. 3.2.

R = σL (3.2)

Perhaps a more interesting quantity than the interaction rate per unit

time is the number of interactions given a period of time. An integration

of the interaction rate over time gives us the total number of interactions

occuring in the collisions as given in Eq. 3.3.

N = σ
∫ t0+∆t

t0
Ldt (3.3)

For a particular interaction, the cross-section is a constant but depend-

ing on the accelerator conditions, the luminosity is usually a changing fac-

tor over time. The integral quantity in Eq. 3.3,
∫ t
t0
Ldt, is also referred to

as the integrated luminosity over ∆t. For example, a certain process of 1

pb cross-section is expected to occur 100 times during the delivery of 100

pb−1 integrated luminosity.

In Table 3.1, we listed corresponding Tevatron luminosity figures from

Run IIa. The integrated luminosity profile of the Tevatron can also be seen

in Fig. 3.6 from the start of Run IIa in April 2002 to Summer 2004. Even

though the total integrated luminosity available for physics analyses is more

than twice as much, the result presented in this thesis makes use of about

180 pb−1 colllider data.
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Figure 3.6: Tevatron integrated luminosity delivered to DØ experiment over two years

between 2002 and 2004. Note that not all the delivered luminosity is recorded and available

to the experiment due to the operation inefficiencies and the down time occuring during

the recording process.

3.2 DØ RunII Detector

The DØ detector [31] is a multi-purpose apparatus composed of several sub-

detector components and occupies a collision vault of about 2000 m3 centered

at the DØ interaction point of the Tevatron ring. The detector had originally

been built for the Run I period of the Tevatron running but after significant

upgrades, its capabilities have recently been increased even further.

A high-energy physics detector of this magnitude is generally a very com-
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plex structure with about 5000 tons of detector material and about a million

readout channels. It is designed and optimized to find the identities and the

traces of the particles coming out of the proton-antiproton collisions and mea-

sures a list of useful physical quantities like their charges, momenta, energy

as well as the 3D spatial location of their travel path through the detector.

The original design of the detector in Run I proved to be a big success with

the discovery of top quark [32] along with the CDF experiment [33], as well

as making important measurements and providing improved understanding

of many high-energy physics phenomena.

The DØ detector recently went through a series of upgrades together with

the improvements in the Tevatron Accelerator Complex and more ambitious

physics goals. The detector we describe in this chapter will refer to the

current state of DØ , or the DØ Run II detector. An overall view of the

DØ detector and its components can be seen in Fig. 3.7.

DØ detector is composed of three major detector sub-systems:

• Tracking

Inclusion of a high-precision central tracking system immersed in a 2T

solenoidal magnetic field provided by a commercially produced super-

conducting solenoid is the most important element in the Run II up-

grade for DØ detector (Fig. 3.8). Composed of several tracking detec-

tors, this system provides a precise charged particle trajectory (track)

reconstruction and momentum measurement through its bending in the

magnetic field. The tracks are analyzed to find the hard-scatter point

where the collision occurs as well as secondary vertices where the long

lived particles such as b-quark states or tau leptons produced.
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Figure 3.7: Two dimensional schematic view of the Run II DØ detector with several

sub-systems specified.

The innermost tracking detector which is at the center of the DØ detec-

tor and closest to the beam line is the Silicon Microstrip Tracker (SMT).

Being very close to the interaction point (IP) this detector enhances the

impact parameter resolution of the tracks and becomes the most impor-

tant ingredient for precise vertex reconstruction as mentioned above.

Outside the silicon tracker, the DØ tracking volume includes a scin-

tillating fiber detector called Central Fiber Tracker (CFT). Combined

with the information coming from the SMT, this detector plays an im-

portant role in three-dimensional charged particle track reconstruction

and momentum measurement.
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Figure 3.8: Two dimensional schematic view of the Run II DØ tracker system (quadrant

of the detector). The innermost silicon tracker (SMT), central fiber tracker (CFT), solenoid

magnet, central preshower (CPS) as well as forward preshower (FPS) detectors are marked

on the figure.

Going out radially from the center of the detector, a superconducting

solenoid magnet providing a uniform magnetic field of 2T covers the

central part of the tracking volume. By measuring the curvature of the

trajectory of charged particles in the magnetic field of the solenoid, the

momenta of the tracks can be determined.

• Calorimetry

DØ has a very advanced calorimetry system for measuring particle en-

ergies, with large coverage, finely segmented central and forward liquid

argon calorimeters as well as central and forward preshower detectors.

The liquid argon calorimeter provides accurate measurements of par-

ticles like electrons and photons as well as hadronic particle showers.
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Preshower systems, both central and in two forward regions, also pro-

vide a pre-calorimeter sampling of the energy and provides electron vs.

photon pattern recognition.

In addition to providing a measurement of the energy, DØ calorimeter

systems also aid in 3D spatial reconstruction. With finely segmented

structures in central and forward regions, calorimeter detectors provide

an independent confirmation of track location via the localization of

energy depositions.

• Muon Spectrometry

Unlike electron, photon and hadrons, muons can penetrate through the

calorimeter. Therefore, the muon system is positioned as the outermost

system of the DØ detector (Fig. 3.7 and it provides extensive coverage

for muon detection and measurement. Three layers of muon detectors

in central and front regions of the detector are stacked with a toroidal

magnetic field. Similar to the central tracking system, the DØ muon

spectrometers provide both localization and momentum measurement

for muons.

In the following subsections, we will review the individual components of

the DØ detector in more detail but first, a general introduction to DØ coor-

dinate system and conventions is provided.

3.2.1 Coordinate Systems and Conventions

The coordinate system employed by the DØ detector is a right-handed sys-

tem. The z-axis of the coordinate is aligned parallel to the beam direction
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with positive side pointing along the proton beam direction (south). The

transverse axes, x and y, are aligned in a right-handed fashion, such that

positive x-axis points outward towards east, with the y-axis pointing up-

ward.

Rather than this cartesian system, DØ most often uses a cylindrical co-

ordinate system (z, φ, θ). The polar angle, θ, is defined as the angle relative

to the +z-axis, while the azimuthal angle, φ, is defined to be the angle on

the transverse plane (xy-plane) and it is measured from the +x-axis.

Kinematic quantities used at DØ are the 4-vector momenta of the parti-

cles and 3D spatial location for vertices and track trajectories. These kine-

matic quantities in the fixed laboratory frame are not always useful for prac-

tical purposes. The net boost of the colliding proton and anti-proton along

the transverse direction is almost zero, so the choice of laboratory xy frame is

suitable but we cannot say the same for the z-direction. Therefore, instead

of using the polar angle that needs to undergo relativistic transformation

when switched back to the rest frame of the particles, a variable called the

“rapidity” (y) is chosen as a more suitable variable defined in Eq. 3.4.

y =
1

2
ln

[
E + pz

E − pz

]
(3.4)

Although y is invariant under Lorentz transformations, a more convenient

quantity called “pseudo-rapidity” (η) is used instead of the polar angle, θ.

Pseudo-rapidity is defined as in Eq. 3.5 and it is the limit of y when the mass

of the particle is much smaller than its energy..

η ≡ − ln
[
tan

(
θ

2

)]
(3.5)
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≡ tanh−1(cos θ)

and;

lim
m/E→0

y = η

Even though we speak of a laboratory frame, the frame of reference for

describing the interactions and physical phenomena is a dynamical frame

which is adjusted for each collision (event) and therefore the origin of the co-

ordinate system is not always the (0,0,0) point and hence does not coincide

with the geometrical center of the detector. This is due to the fact that the

proton and anti-proton collisions occur within a geometrical volume rather

than a point in the space. Since the particles emanate from the interaction

point, we take this scattering vertex as the origin of the coordinate system,

often referred as the “physics” coordinates as opposed to the detector co-

ordinates. The spread of the interaction vertex in the transverse plane is

usually very small with a gaussian width of about 30 microns centered on

the beam axis. However the interaction point along the z-axis has a much

wider distribution (σz ' 30 cm) due to proton and anti-proton bunch lengths

in the longitudinal direction. Therefore the “physics” origin of the reference

frame is dynamically adjusted for each event and it is usually the case that

η physics 6= η detector.

Another widely used quantity is the transverse momentum (as well as en-

ergy) referring to the component of the momentum of the particle along the

x − y plane, defined in Eq. 3.6. The reason for frequent use of this variable

rather than the 3D momentum comes from the fact that momentum conser-

vation can only be applied in the transverse plane for hadron colliders due to
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the undetected particles travelling down the beam pipe and the possibility

that there may be multiple interactions in a single bunch crossing.

ET = E × sin θ (3.6)

pT = |~p| × sin θ

3.2.2 Solenoid Magnet

One of the most common ways of finding the momentum of charged particles

is to determine their curvature in a known magnetic field. With the inclusion

of a new central tracking system, DØ also obtained a new solenoid magnet

which provides a magnetic field strength of 2T along its 2.7 meters of length

[34]. The commercially built solenoid is composed of two layer superconduct-

ing coils and stores a total energy of 5MJ. The body of the solenoid magnet

and its cryostat is about 0.9 radiation lengths thick.

The magnetic field provided by the solenoid is uniform to the level of

0.5% inside the tracking volume, [35], and field uniformity can be seen in

Fig. 3.9. A useful set of solenoid parameters are also listed in Table 3.2.

3.2.3 Silicon Microstrip Tracker (SMT)

The major motivation for including a silicon detector in the design and con-

struction of the Run II DØ detector is to have a very good momentum

resolution for tracks and good vertex reconstruction. The Silicon Microstrip

Tracker (SMT) is the highest resolution sub-detector and being closest to
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Figure 3.9: The field strength of the solenoid magnet over a quadrant section of the

DØ detector. Magnetic field is uniform to 0.5 % level within the central tracking volume.

Value

Central Field Strength (T) 2.0

Operating Current (A) 4825

Stored Energy (MJ) 5.6

Length (cm) 273

Inner Radius (cm) 53.3

Outer Radius (cm) 70.7

Radiation Thickness 0.87

Operating Temperature (K) 4.7 - 4.9

Table 3.2: Summary of DØ ’s superconducting solenoid magnet parameters [34].
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the beam collision point, it provides superb impact parameter and vertexing

capability to DØ .

The main factors that drive the design of the silicon tracker detector are:

• three-dimensional track reconstruction capabilities with transverse im-

pact parameter resolution better than 30 µm and good vertex resolution

in longitudinal direction

• radiation hard detector which can withstand the increased luminosity

of Run II Tevatron environment

• a capable readout system that can reliably be operated at the 2.5 MHz

bunch crossing rate

The silicon tracker is a so-called hybrid system composed of barrel (strips

running parallel to the beam direction) and disk geometry detectors (strips

perpendicular to the beam direction) [36] covering the innermost area of the

DØ detector (rSMT < 10 cm) as shown in Fig. 3.10. This design is motivated

by the extended interaction region due to the longitudinal beam width and

the desire to provide good coverage for large pseudo-rapidity regions.

The barrel detectors are composed of 4 concentric cylindirical layers (su-

perlayers) repeating in 6 identical sections running parallel to the beam pipe.

The radii of the superlayers range from 2.7 cm to 9.4 cm and the length of

each barrel segment is 12.0 cm long. The basic silicon detector unit is called

a ladder and it consists of 300 µm thick silicon wafers (6 cm × 2.1 cm)

positioned end to end and electrically connected by micro-wirebonds. A

schematic view of a ladder detector can be seen in Fig. 3.11. The second

and fourth superlayers of barrel detectors are composed of ladders which are
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Figure 3.10: Three dimensional view of the SMT detector [24]. The detector has a

hybrid structure being composed of layers of barrel detectors as well as two sizes of disk

detectors. There are 6 barrel detectors with interspersed F disk detectors. There are

12 F disk detectors which are smaller in radius than their high pseudo-rapidity (high-z)

coverage H disk detector counterparts. The total number of H disks is 4, two being on

each side (south and north).

double-sided with strips on the two sides aligned at a small stereo angle of

2 degrees. These ladders have strips of 62.5 µm pitch. The first and third

layers of the central four barrels also have double-sided detectors with 90

degree stereo angles and strip pitch of 156 µm. The outer barrels of these

layers have single-sided axial (no-stereo angle) detectors with 50 µm pitch.

The F-disk detectors are interspersed between the barrel detectors, per-

pendicular to the beam direction (z-axis). Providing z-coordinate informa-

tion (as well as rφ), they are instrumental in providing three dimensional

track reconstruction and enabling tracking at angles close to the beams (high
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Figure 3.11: A drawing of the double sided silicon ladder detector (shown 9 chip design).

Ladder detectors are the basic units of the SMT detector and enable good hit resolutions

of about 10 µm.

η). These disks consist of 12 overlapping wedges with the surface dimensions

of 2.6 cm < r < 10.5 cm. The H-disks occupy a larger surface with dimen-

sions of 9.5 cm < r < 26.0 cm at z = ±94 cm and z = ±126 cm covering

|ηdet| < 3.

The structural support of the Silicon Microstrip Tracker is provided by

beryllium bulkheads which can precisely be positioned and therefore provide

the crucial alignment of the detector. These bulkheads also support the cool-

ing for the electronic components at the edge of the ladders. These bulkheads

are mounted on sturdy carbon fiber half cylinders for further support.

The technical details of the SMT detector are summarized in Table 3.3.

With nearly 800,000 readout channels, SMT provides an r−φ hit resolution

of about 10 µm and z hit resolution of 35 µm. This level of resolution helps

DØ achieve a very good track pattern recognition capabilities as well as

primary (hard-scatter) and secondary vertex reconstruction ability.
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Barrels F-Disks H-Disks

Layers (Planes) 4 12 4

Channels 387k 258k 147k

Modules 432 144 192

Readout Length 12.0 cm 7.5 cm 14.6 cm

Inner Radius 2.7 cm 2.6 cm 9.6 cm

Outer Radius 9.4 cm 10.5 cm 26.0 cm

Table 3.3: Summary of Silicon Microstrip Tracker (SMT) parameters broken down for

different detector sections (barrels, f-disks and h-disks).

3.2.4 Central Fiber Tracker (CFT)

The Central Fiber Tracker (CFT) surrounds the SMT detector and extends

the effective tracking volume to larger radii [37]. CFT is composed of layers

of scintillating fibers at different radii and combined with the SMT hit infor-

mation provide the three-dimensional charged particle tracking at DØ . The

additional hit information coming from the CFT improves the momentum

resolution, and to some extent the impact parameter resolution of the tracks.

Another useful feature of CFT detector is that it provides the triggering abil-

ity for tracks.

8 CFT double-layers4 cover the radial range from about 20 cm to 50

cm. The scintillating fibers are made out of a polystyrene core surrounded

by a thin acrylic coating, which in turn is covered by a thin flouro-acrylic

coating. These three fiber materials have internal refraction indices of 1.59,

1.49 and 1.42, respectively. The last layer of coating increases the light

4Each double-layer is a composite of an axial and a u or v stereo layer.
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trapping efficiency by about 70 % with respect to the single coated fibers.

Primary track ionizes the molecules in the scintillator material and the

subsequent ground state transitions yield photons. These photons is inter-

nally reflected inside the fiber and transported to the photo-detectors located

outside the detector platform. The photo-detector devices are called Visible

Light Photon Counters (VLPC) and they are operated at about 9 K. The

VLPC devices, silicon-avalanche based photon detectors, operate at quantum

efficiencies of over 70 %, noise rate of less than 0.1 % and a rate capability

of more than 10 MHz [38]. The scintillation photons reaching the surface

of these devices are detected and converted into digital signals, sent to the

front-end electronics and read out for the reconstruction of hit information.

A schematic view of the Central Fiber Tracker can be seen in Fig. 3.8.

With 8 doublet layers of scintillating fibers, the CFT detector accommodates

about 80,000 read-out channels. A typical doublet layer has one layer of fibers

stretched along the axial direction (parallel to the beam direction i.e. z-axis)

and another stereo layer (u or v orientation) at a stereo angle of about 2

degrees. The orientation of the layers from the innermost radius to outer

radii goes like xu−xv−xu−xv−xu−xv−xu−xv. A detailed information

of the scintillating fiber layers is provided in Table 3.4.

3.2.5 Central Preshower (CPS) Detector

The Central Preshower Detector (CPS) is another scintillator detector sitting

just outside the central tracking volume sandwiched in the 5 cm radial space

between the superconducting solenoid magnet and the central calorimeter

cryostat [39, 40]. The central preshower detector consists of a layer of lead
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Layer Radius (cm) # of Fibers Fiber Pitch (µm) Length (m)

1-x 19.99 1280 979.3 1.66

1-u 20.15 1280 987.2 1.66

2-x 24.90 1600 975.8 1.66

2-v 25.60 1600 982.1 1.66

3-x 29.80 1920 973.4 2.52

3-u 29.97 1920 978.6 2.52

4-x 34.71 2240 971.7 2.52

4-v 34.87 2240 976.2 2.52

5-x 39.62 2560 970.4 2.52

5-u 39.78 2560 974.4 2.52

6-x 44.53 2880 969.5 2.52

6-v 44.69 2880 972.9 2.52

7-x 49.43 3200 968.7 2.52

7-u 49.59 3200 971.8 2.52

8-x 51.43 3520 916.1 2.52

8-v 51.59 3520 919.0 2.52

Table 3.4: Summary of Central Fiber Tracker parameters for 8 doublet layers (axial and

stereo) [37].

radiator and three layers of finely segmented scintillating triangular bars. The

Central Preshower detector helps the electron identification and triggering by

measuring the scintillation photons created by the passage of the particles.

Located just outside the solenoid magnet, it also aids in the electromagnetic

energy measurement by providing a fast and early sampling of the electron
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Figure 3.12: An end view (beam direction) of the tracking volume and the CPS detector.

Three layers of the CPS detector with triangular shaped scintillating fiber strips are also

shown in the enlarged view above.

energy.

As opposed to the rounded shapes of CFT fibers, the fiber strips used for

the Central Preshower detector have a triangular geometry with each side of

the triangle measuring 7 mm as shown in Fig. 3.12. A hole in the middle of

the strips host the wavelength shifting fiber that runs along the full length

of the strip. The neighboring strips are placed such that the dead space

between the adjacent strips is reduced to zero.

The three concentric CPS layers are arranged in an axial, u and v orien-

tation with a stereo angle of about 23 degrees. The lead layer placed before

the fiber layers is about 1 radiation length thick, and with the solenoid, tjere
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are about 2 radiation lengths before the CPS at normal incidence.

3.2.6 Forward Preshower (FPS) Detectors

DØ has two additional Forward Preshower (FPS) detectors located in the

forward regions (1.4 < |η| < 2.5), and play a similar role to the CPS [41].

Mounted on the surface of the two end calorimeter cryostats facing the inter-

action region, these detectors aid in the discrimination of the electromagnetic

showers of electrons and photons as well as providing triggering capabilities.

Each FPS detector (one on the south and the other on the north side) is

composed of sixteen 22.5 degree wedges. These wedges are composed of an

absorber material (two radiation lengths of lead) sandwiched between two

sets of two-layer detectors as shown in Fig. 3.13. The two layers before and

after the absorber material are aligned at a stereo angle to each other and

called the u and v orientations. The two layers closest to the interaction

point (upstream) are called the MIP layers and the other two behind the

lead absorber material are called the SHOWER layers.

Besides cluster localization and providing an independent source of elec-

tromagnetic energy deposition which could later be matched to the energy

found in the end calorimeters, the FPS detectors are also beneficial in dis-

criminating the showers caused by electron-like and photon-like objects. All

charged particles going through the detector will act as a minimum ionizing

particle in the MIP layers (hence the name) and will create a cluster of en-

ergy in the exposed strips. The electron signal will be reconstructed when

the SHOWER layer cluster location is spatially matched to a found MIP

layer cluster. However, a photon will not leave a trace in the MIP layers and
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Figure 3.13: Schematic view of the FPS detectors. A full one-side detector with all

wedges is shown on the left. The layer composition of each wedge is displayed with the

figure on the right bottom side. The figure on top of it shows the triangular geometry of

the FPS strips which is similar to the shape of CPS strips.
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will be recognized as a cluster in the SHOWER layer without a matching

cluster of energy in the MIP layers. For a better demonstration of this dis-

crimination process, 50 GeV electron and π0 are produced in Monte Carlo

simulation and their interaction with the FPS detector layers is shown in

Fig. 3.14.

3.2.7 Calorimeter

The uranium-liquid argon calorimeter system as shown in Fig. 3.15, plays a

very significant part in the particle detection and measurement techniques

applied at DØ [42]. It is built from alternating layers of heavy absorber plates

and active ionization detectors. The major role of a calorimeter is to detect

the electromagnetic and hadronic showers initiated by the particles like elec-

trons, photons as well as hadronic jets. Besides detecting these showers,

calorimeter also provides a way to measure the energies of these particles.

Measuring the total visible energy deposition in the event and using mo-

mentum conservation in the transverse direction, the calorimeter provides

a means of measuring the missing energy due to undetected particles like

neutrinos as well.

The electromagnetic (EM) and hadronic (HD) showers are reconstructed

by their distinguishing signals in the layers of the calorimeter. EM particles

create showers in the calorimeter mostly due to bremsstrahlung and pair

production. For each interaction, the number of secondary particles increases

to a maximum and then dies out rather quickly. The number of such particles

is proportional to the primary’s energy. Recording the total number of these

secondaries in the active sampling layers gives us a reliable way to reconstruct
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Figure 3.14: Signature of 50 GeV π0 → γγ (a) and electron (b) particles in the FPS

detector generated by GEANT simulation. As described in the text, photons (from π0)

leave no trace in the first two MIP layers located before the lead absorber (histograms on

the right) but electrons are recognized by their distinguishing energy depositions in these

layers.
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Figure 3.15: Full view of the DØ calorimeter which consists of one central and two end

sections [43]. All three sections of the DØ calorimeter are divided into finely segmented

electromagnetic and hadronic (fine and coarse) sections.

the original particle energy after an appropriate calibration.

For hadronic particles, on the other hand, the interaction with the detec-

tor occurs mostly via the strong nuclear forces with the uranium nuclei. By

measuring the number of secondary particle showers produced as a result of

these interactions, the energy of the hadron is reconstructed. Due to DØ ca-

lorimeter’s finely segmented structure, Fig. 3.16, the energy depositions are

localized to a good precision and this way three-dimensional kinematic pro-

files of the particles are reconstructed.

The DØ calorimeter uses liquid argon as the primary ionization medium

and a dense metal as the absorber material. It is divided into three geograph-

ical cryostats, central calorimeter (CC) and two end calorimeters (EC) one

on north side and the other in south side. The CC covers a region of |η| < 1.0

while the ECs extend to forward pseudo-rapidity regions of up to |η| ' 4.5.
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Figure 3.16: A schematic view of the calorimeter segmentation in a quarter of the detec-

tor. The radial lines show the detector psuedo-rapidity ranges covered by the calorimeter.

The total number of nuclear absorption lengths for central calorimeter is ap-

proximately 7, meaning that a photon has a probability of 1/e7 of suffering no

interaction when it traverses the calorimeter. There are about 9 absorption

lengths for the end calorimeters. Each calorimeter is made of three sections

consisting different absorber thickness layers and materials. The innermost

concentric layers are called the electromagnetic (EM) sections followed by

fine hadronic (FH) and coarse hadronic (CH) sections. Technical details of

the central calorimeter layer modules are given in Table 3.5, [43].

The basic detector unit of the calorimeter is shown in Fig. 3.17. A ca-

lorimeter read-out unit consists of a grounded absorber plate and a signal

board maintained at a high voltage. When a secondary shower particle trav-

els within the liquid argon medium of a calorimeter cell, it causes ionization
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in the material and the ionization electrons drift to the readout boards where

the collected charge is converted into a current. The drift time for electrons

accross the liquid argon gap is 450 ns. Each cell has a typical size of ∆φ ×

∆η = 0.1 × 0.1 providing the fine segmentation necessary for good shower

localization. Each section has several readout cells along the shower direction

as indicated in Table 3.5.

CC Modules EM FH CH

Rapidity Range |η| ≤ 1.2 |η| ≤ 1.0 |η| ≤ 0.6

Primary Absorber Uranium Uranium Copper

Absorber Thickness 2.3 mm 6.0 mm 46.5 mm

Total Radiation Lengths 20.5 96 32.9

Total Nuclear Absorption Lengths 0.76 3.2 3.2

Number of Read Out Sections 4 3 1

Channels 10368 3000 1224

Table 3.5: A useful set of parameters for the Central Calorimeter [43].

The information from the cells are both sent to precision readout as well as

the Level 1 calorimeter trigger. However, instead of using all the granularity

of the cells, the calorimeter trigger uses ∆η × ∆φ = 0.2 × 0.2 towers of

cells, summed separataly for EM and FH sections, these towers give pseudo-

rapidity projected accumulations of the calorimeter deposits.

3.2.8 Inter-Cryostat Detectors (ICD)

The region between the central cryostat and end cryostat is called the inter-

cryostat region (ICR) and corresponds to the pseudo-rapidity range of 1.1
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Figure 3.17: Schematic view of a calorimeter cell (two units shown).

< |η| < 1.4. This region of the detector suffers from the lack of detector

instrumentation due to the existence of the support structures and cryo-

stat walls. In order to improve the energy sampling of the particles going

through this region of the detector, a set of Inter-Cryostat Detectors (ICD)

are mounted on the inner face of the end cryostat walls [44].

The ICD detector is made of scintillating tiles arranged in a 22.5 degree

wedge structure covering the full 2π solid angle of the un-instrumented ICR

region as shown in Fig. 3.18. Wavelength-shifting scintillating fiber transmits

light via optical connectors which are ultimately read by photomultiplier

tubes. These photomultiplier tubes are read in crates mounted in the outside

of the end cryostat walls. The digitizing equipment and the electronic is very

much similar as the DØ liquid argon calorimeter electronic structure.

3.2.9 Muon Detectors

The muon detectors form the outermost detector substystems and consist of

the central and forward muon detectors, as shown in Fig. 3.19. The muon
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Figure 3.18: Schematic view of ICD modules mounted on the inner face of each end

cryostat. a) Full face of the ICD detector with 16 wedges (optical cabling is also shown).

b) Each wedge is composed of 12 scintillating tiles placed in an array structure as shown.

detection system is placed outside all other detectors since muons can pen-

etrate a significant thickness of material (the calorimeter etc.) with a small

amount of energy lost to ionization (about 2.5 GeV ). Although muons are

very similar to the electrons in many respects, their larger mass means that

bremsstrahlung plays a small role in their energy loss. The primary energy

loss is due to the ionization in the material they traverse.

The muon systems at DØ are composed of solid iron toroidal magnets

which provide a magnetic field of 1.8 T and a means of measuring the tracks

of the muons. The central muon system (|η| < 1.0) and the forward detec-

tors cover the pseudo-rapidity region of up to |η| < 2.0. They provide muon

identification both for offline studies and trigger purposes. With the toroid

magnet, the muon system is also capable of making momentum measure-

ments but the central tracking momentum measurement has much better



3. Experimental Apparatus 70

Figure 3.19: Two dimensional view of the half of the DØ detector showing the central

and forward muon detectors.
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Figure 3.20: End view of extruded aluminum proportional drift tubes in the WAMUS

detectors shown in a deck of a) 3 tubes as in B and C layers b) 4 tubes as in A layers.

The end view of a single tube shown in more detail with the anode wire and cathode pads

marked for clarity [45].

accuracy. The muon system momentum measurement is not generally used

in the physics analysis but instead the local tracks found by the muon system

are spatially matched to extrapolated central tracks for identifying muons.

The central muon detector called WAMUS (Wide Angle Muon Spectrom-

eter) consists of three layers (A, B and C) of a combination of proportional

drift tube detectors (PDT) and scintillators [45]. A layer is the closest to the

interaction point and comes before the toroid whereas the B and C layers are

placed outside of the toroid magnet.

The PDT chambers are made out of a deck of aluminum tubes (there are

4 decks in the A layer and 3 for the B and C layers) as shown in Fig. 3.20.

These tubes are 10.1 cm wide and 5.5 cm high and about 24 of them make

a PDT chamber. An anode wire runs along the length of each tube and

two vernier pads, one at the top and another at the bottom of the tube,

are used as the cathodes. The diamond shaped vernier pads give a coarse
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measurement of the hit position along the tube axis. Each tube is filled with

a gas mixture of 80 % argon, 10 % CH4 and 10 % CF4. At the operational

high voltage of the 2.5 kV for the pads and 5.0 kV for the anode wire, the drift

velocity in the gas mixture is about 10 cm/µm and the maximum drift time

is 500 ns. The hit position uncertainty due to diffusion in the gas mixture is

around 375 microns.

Besides the drift chambers, the central muon detector (WAMUS) also

accomodates an inner layer of scintillators (A-φ counters) and outer layers of

scintillators (cosmic cap). The A-φ counters cover the A layer PDTs and are

placed between the toroid magnet and calorimeter cryostat. These counters

are made of 4.5 degree segments in the φ direction and run a length of about

85 cm along the z direction (beam axis). These scintillators are coupled to

a wavelength shifting fiber which is connected to a photo multiplier tube for

reading out the muon signal. With timing resolution of approximately 4 ns,

these scintillators provide an efficient means of triggering on muons as well

as rejecting cosmic ray muons which do not arrive at the beam crossing time.

The cosmic cap scintillators cover the top and sides of the C layer of the

central muon detector. The primary purpose of this system is to provide a

time-stamp for muons already found with WAMUS PDTs. Along with A-φ

counters, this time information is further used to associate the muons with a

corresponding beam crossing and reject background sources like cosmic ray

muons. Read out in a similar way as A-φ counters, cosmic cap scintillators

have a timing resolution of about 5 ns which can be improved using offline

corrections down to about 2.5 ns.

The forward region muon system called FAMUS (Forward Angle Muon
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Spectrometer) also consists of three layers of detectors called A, B and C

layers. However, these layers are made up of a combination of mini-drift

tube (MDT) sections for muon track reconstruction and scintillation pixel

counters for triggering on muons [46, 47].

FAMUS A layers are composed of 4 planes of MDT tubes whereas B

and C layers only have 3 of these planes. Each plane is divided into eight

octants as shown in Fig. 3.21 and consists of panels each having eight cells.

The individual cells have an internal cross-section of about 1.0 × 1.0 cm2

and have a 50 µm tungsten-gold anode wire at the center. The gas mixture

present inside the MDT cells is 90 % CF4 and 10 % CH4. With a cathode

voltage of 3.1 kV, the drift time achieved within this gas mixture is about 60

ns. The MDTs reconstruct the muon track trajectory as determined by the

drift time measurement that achieves a position resolution of about 0.7 mm.

The forward muon layers also include a set of scintillation pixel counter

layers mounted on the inner face of each MDT layer. Arranged in r-φ ge-

ometry and divided into eight octant regions (shown in a quadrant view

in Fig. 3.22), the scintillation segmentation match the central fiber tracker

(CFT) trigger segmentation. Pixel dimensions are designed such that each

pixel will cover a 4.5 degree slice in φ and have an η segmentation of 0.12

for the 9 large-η rows (closer to beam pipe) and 0.07 for portions of the 3

small-η rows. With timing resolution of better than 1 ns and good η−φ seg-

mentation, these scintillation pixel detectors provide an excellent triggering

capability for muons travelling in the forward regions.

In Run II, DØ also included a new shielding around the beam-pipe in the

forward regions to reduce the amount of background and the effects of the
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Figure 3.21: End view of one plane of FAMUS mini-drift tube layers divided into 8

octants. The cross-sectional view of an individual MDT tube consisting of eight cells is

also shown for more detail.
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Figure 3.22: End view of a quadrant of FAMUS scintillation pixel layer. Each quadrant

is made up of 208 scintillator pixels.
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radiation damage to the forward muon systems due to its proximity to the

beam pipe.

3.3 DØ Trigger System

The high rate and high luminosity environment at Tevatron requires a se-

lective trigger system to retain the desired events and an advanced data

acquisition system to log them on the permanent storage. The average re-

constructed event contains about 300 KB data and recording every collision

occuring at DØ (at 396 ns beam crossing, the crossing rate is approximately

2.5 MHz) would require about 7.5 GB of disk space for every second of record-

ing. This is perhaps not a big value in today’s environment of ubiquitious

disk space, but running over years certainly makes this number impossible

to handle, requiring about 108 GB of disk space per year with only 50 %

up time. This is certainly impossible to cope both from the perspective of

the availability of resources and the physicists required to analyze this data.

Therefore we employ a selective recording system called triggering which

keeps only a fraction of collider data which seems to have interesting physics

implications.

The interaction rate for interesting physics like high-pT phenomena, electro-

weak boson production, heavy quark production as well as exotic phenomena

outside the Standard Model occur rarely compared to the inclusive proton-

antiproton collisions. Therefore, triggering systems at high energy experi-

ments are designed to trigger the event recording if some early signatures of

interesting objects are found in the event at the run time. Some of the crite-

ria imposed in the trigger are high-pT tracks in CFT, electron or photon-like
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showers in the calorimeter, CPS or FPS, muons or a jet in the calorimeter

as well as advanced objects like a b-tagged calorimeter jet. Such criteria

can also be required in combinations to provide more refined or topological

signatures.

DØ ’s trigger framework consists of a three-level sequential structure re-

sulting in a final recording rate of 50 Hz as shown in Fig. 3.23, [48]. An

initial Level 0 (L0) trigger also exists to trigger the presence of an inelastic

collision. L0 is also used for luminosity determination purposes. The Level 1

(L1) trigger system is composed of a combination of hardware based trigger

algorithms which bring an event rate reduction of about 1/500 while keeping

high acceptance for leptons and jets in the event. In order to be able to keep

up with the collision rate without introducing any deadtime, the L1 system

makes decisions in about 4.2 µs during which all trigger information from

successive interactions is kept in a data pipeline.

Level 2 (L2) trigger system is also made up of software triggers based on

L1 outputs which analyze the events triggered by an earlier L1 accept and

makes decisions in about 100 µs.

The last level of trigger system, Level 3 (L3) is also a software trigger

based on fully digitized signals and serves the purpose of a high-level event

filtering that is instrumental in keeping the final data rate to tape at about

50 Hz.

Due to data recording and processing limitations, the final rate to tape is

limited. If the triggers and event filter algorithms are not sufficient to meet

this rate limitation, acceptable events have to be thrown out regardless of

their content. This is called prescaling and applied on an individual trigger
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Figure 3.23: Three levels of the sequential triggering system employed at DØ . Input

and output rates at each trigger level are also shown on the figure.
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basis. If a trigger is accepting more data than the bandwidth allocated,

the data acquisition coordinator is generally forced to match the available

bandwith by allowing some fraction of the events to be thrown away. For

example, if a trigger is assigned a prescale of 10 at a certain luminosity, this

means that only one event out of 10 that pass this trigger will finally be

accepted (triggered). This is, of course, an undesirable situation and a lot of

effort has been made to minimize such cases.

3.3.1 Level 1 Trigger

The Level 1 (L1) trigger at DØ is a hardware based system filtering the 2.5

MHz event rate to an output of 2 - 3 kHz for input to Level 2 system [49].

There can be up to 128 distinct L1 triggers in operation, each setting an

identifying hit if satisfied. The total time it has to make a trigger decision

in all 128 trigger bits is 4.2 µs. The L1 trigger system contains a trigger

framework which combines the trigger information coming from subdetec-

tors like the central fiber tracker, central and forward preshower detectors,

calorimeters and muon scintillation counters. The data flow for L1 trigger

system (as well as L2 system) is shown in the block diagram of Fig. 3.24.

Due to the short time allowed for decision making at L1, only the simpli-

fied presentations of physics objects like electrons, muons, calorimeter towers

and tracks are used. Each L1 subdetector trigger manager reports a list of

trigger terms to the trigger framework depending on the trigger information

coming out of the corresponding subdetector. Some of the most common L1

triggers make use of the following set of trigger information;

• Calorimeter pseudo-rapidity projective tower counts over certain EM or
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Figure 3.24: Block diagram showing the basic data path for Level 1 and Level 2 trigger

systems.

hadronic transverse energy thresholds as well as the missing transverse

energy in the calorimeter.

• Counts of central tracks made up of only axial layers of the central fiber

tracker, sorted into several transverse momentum bins.

• Counts of preshower detector clusters in the central and forward re-

gions.

• Central and forward muons in various pT bin and pseudo-rapidity re-

gions as well as the quality indicators based on the number of hits.

The muon trigger also makes a crude central track matching to the

scintillator hits in the muon detectors.
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3.3.2 Level 2 Trigger

The Level 2 trigger system makes a more refined trigger decision at the hard-

ware level using the trigger information coming from different sub-detector

L1 trigger systems. The system makes trigger decisions in about 100 µs and

reduces the event acceptance rate further down to 1 kHz using multi-detector

correlations of trigger level objects found in the events.

The L2 system uses two distinct stages to make a trigger decision; pre-

processor stage and the global processor stage [48]. In the pre-processor stage,

each subdetector L2 pre-processor prepares a list of trigger objects available

from the L1 trigger information using a set of correlation algorithms. These

pre-processors currently exist for calorimeter, silicon and fiber trackers, muon

detectors and the preshower detectors. Some of the L2 trigger algorithms

applied by corresponding subdetector pre-processors can be summarized as;

• Calorimeter jet reconstruction in 5 × 5 groups of calorimeter trigger

towers based on a basic jet cone algorithm. Available information for

jets are kinematic variables like jet ET , η and φ.

• Calorimeter level electron and photon reconstruction algorithms. These

L2 algorithms find seed calorimeter towers and compares the total tower

energy to the energy from the electromagnetic layers alone and based

on this information the pre-processor makes a trigger decision for an

electromagnetic (electron or photon) object.

• Calorimeter pre-processors can also make missing transverse energy

calculations by summing the transverse energy of the individual trigger

towers vectorially and checking for non-zero observed total transverse
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energy.

• Transverse momentum ordered sets of L2 CFT tracks based on L1

central fiber trigger information. Tracks with silicon hits are also re-

constructed using the L1 CFT tracks as the seed.

• Tracks not emanating from the primary vertex are found, giving the

ability to trigger on long-lived particles like b-quarks.

• Computation of the preshower cluster φ and η to be used for matching

to electromagnetic towers in the calorimeter as well as with the tracks

found by the central fiber tracker.

• More precise muon trigger computations with better calibration and

timing from scintillators. Muon tracks at L2 have η and φ information

as opposed to the quadrant information available at L1.

3.3.3 Level 3 Trigger

The Level 3 trigger is a software based trigger system based on fully digitized

outputs from the detectors with parallel data paths transferring data from the

front end crates to a farm of processors [48]. Level 3 event filtering reduces the

L2 output rate of 1 kHz to about 50 Hz in about 100 ms. The L3 processors

apply a set of event filters utilizing high-level physics algorithms resembling

the more refined offline object reconstruction and better correlations between

object seeking for specific event topologies. Due to its software infrastructure,

there is a wide variety of filter tools available for L3 and the sophistication

of the trigger algorithms is roughly comparable to a basic offline analysis.
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The filtered events accepted by L3 are stored on tapes for offline event

reconstruction and data analysis. Average data storage per event is about

300 KB 5. There are current plans to increase the L3 output bandwidth at

DØ to 100 Hz which will essentially enable data taking without having to

impose more restricted trigger filters at increased luminosities.

51 KB is 1024 bytes (1 byte = 8 bits)



Chapter 4

Offline Event Reconstruction at

DØ

The events recorded by the data acquisition system are kept in a RAW for-

mat which contains the digitized information from detector sub-systems like

the hits in the tracking and muon systems and the digitized counts in the

calorimeter cells. In order to convert this raw information to more funda-

mental physics objects like electrons, and provide useful kinematic as well

as quality information, the recorded events are processed through a set of

computer algorithms called the offline event reconstruction. the DØ recon-

struction system; DØRECO , is composed of large object-oriented algorithms

producing the useful physics information used in various physics analyses [50].

In the next few sections, we will give more detailed accounts of how the re-

construction is performed but in summary the DØRECO software performs the

following tasks;

• Hit finding — The digitized signals from the wires and strips of the tracking

detectors are converted to spatial locations of hits. In addition, calorime-

84
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ter signals, combined with appropriate calibration, are translated to energy

depositions in calorimeter cells.

• Tracking and Clustering — At this stage, the hits from the tracking are

combined to define the particle trajectories, i.e. tracks. From the curvature

of the tracks in the known solenoid (or toroid for muon system) magnetic

field, we also measure the momentum of the particles. Besides the formation

of tracks, calorimeter cells and preshower hits are also grouped into clusters

representing the total energy depositions by objects in these detectors.

• Particle Identification — After particle signatures are found in the form of

tracks, calorimeter energy depositions or muon system segments, a set of

higher level reconstruction algorithms categorize them into candidates of

electrons, photons, muons and jets.

4.1 Track Reconstruction

The DØ detector has two main tracking components; an innermost silicon mi-

crostrip detector (SMT) arranged in barrel and disk geometry, and a scintillating

fiber detector (CFT) with cylindrical layers surrounding the SMT. Both of these

detectors provide strip hits along the trajectory of the charged particles, which are

later fed into algorithms to reconstruct the original particle trajectory and make

momentum measurements (Fig. 4.1).

4.1.1 Hit Reconstruction

Adjacent silicon and fiber strips above a certain threshold are grouped into a silicon

or fiber cluster respectively. In SMT, the center of a cluster is defined to be the

charge-weighted average of the strip positions in the cluster [51].
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Figure 4.1: And end view of the central tracking systems with a live recorded event

showing the hits and the tracks reconstructed. CFT hits are represented by squares and

SMT hits are shown as little circles in this display. Hits are colored if they are associated

with a reconstructed track. Reconstructed tracks are shown as solid lines and they are

curved due to the presence of the solenoid magnetic field pointing perpendicular to the

page.
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In the SMT, the electrons and holes do not move directly to the silicon strips

along the direction of the applied electric field because of the existence of the 2T

magnetic field. Instead, they drift at an angle called the Lorentz angle, depending

on the magnetic field strength and electron or hole mobility. The center of each

silicon cluster is corrected for the average Lorentz angle measured for electrons

and holes 1

Particles going through the silicon strips create clusters on both p-side and

n-side of the wafers2, which are then combined to determine the location along

the strips where the particle has passed through. The position of the hit can be

reconstructed to as good as 10 µm in the axial direction (along x-y axes) and 35

µm in the z-direction.

Fiber tracker clusters, on the other hand, are mostly either single-fiber clusters

(singlet) or doublet clusters containing one fiber from each sub-layer of the doublet-

layer. By using the geometry of the doublet-layers, hit resolutions are ≤ 100 µm

in the axial direction and about 2 cm in the z-direction. Even though the CFT

hit resolution is worse than the innermost SMT detector, the addition of CFT

hit information improves the impact parameter (point of closest approach to the

primary vertex or beam axis) of the reconstructed tracks significantly as seen in

Fig. 4.2.

4.1.2 Pattern Recognition

The pattern recognition in the central tracker is performed to reconstruct the

tracks from the hits in the SMT and CFT. The trajectories of charged particles

1The Lorentz angle is measured to be about 4 degrees for holes and 18 degrees for

electrons. The difference is due to the different mobilities of holes and electrons (holes are

slower than electrons).
2The strips on p and n-sides of the silicon have a stereo angle.
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Figure 4.2: The expected resolution of 2D (x-y) impact parameter of the reconstructed

tracks in simulated high-pT top quark events as a function of track transverse momentum

(at normal incident to the cylindirical surfaces of the trackers). Dashed line shows the

impact parameter resolution of the tracks reconstructed only using the silicon tracker

(SMT) hits. The improvement in the resolution is clearly seen from the solid line where

fiber tracker (CFT) hit information is added to the track reconstruction [37].
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take the shape of helices in the presence of a magnetic field along the z-axis and the

curvature of the tracks provides the momentum measurement. The imperfections

of the magnetic field especially toward the end of the solenoid magnet as well as

the energy loss due to the detector material are well accounted for through careful

surveys.

DØ currently utilizes two algorithms for track reconstruction. These are called

Histogramming Track Finder (HTF) [52] and Global Tracking via Road Approach

(GTR) [53].

The HTF algorithm is based on forming track templates using Hough transform

technique [54] and local road finding. The technique works by tracing circular

(in the transverse plane) trajectories from the origin and creating a histogram

of hits in these possible trajectories. A trajectory with n points exhibits itself

as a peak of height n. Each trajectory keeps track of the hits contributing to it

and not shared between different possibilities. Sets of hits contributing to peaks

in these histograms are taken as initial track candidates. The number of such

trajectories is linearly proportional to the number of hits. In the HTF method,

the track candidates are finally fitted in three dimensions and filtered using a

Kalman filtering algorithm [55].

The HTF reconstruction works in two passes. The first pass begins with SMT

only tracks3 and then extrapolates these tracks to CFT hits. The second pass

first builds tracks from CFT hits and extrapolates the track back to SMT. Using

both sequences of track finding and combining the results increases the tracking

efficiency by providing flexibility in the number of hits found in a specific tracking

component.

The GTR algorithm starts the track reconstruction from the track stubs, curved

track segments extending between two hits which are also consistent with coming

3Tracks with only SMT hits.
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from the interaction point. The stubs are usually required to be from the two

outer layers of the CFT or SMT but other special cases are allowed, especially to

cover the regions with SMT disks. Each stub defines the direction of a road within

which an extrapolation is made to other hits in the tracking detectors. If hits are

found within the search window, the new hits are combined to the former set of

hits and the track is re-fit using the Kalman filtering algorithm.

The final set of reconstructed tracks is composed of tracks found by both

algorithms. In the case that two different tracks from each algorithm use a common

hit point, the hit is assigned to the track with the larger number of hits and the

other track is discarded. If the number of hits on both tracks is the same, then

the track with the lower fit χ2 is kept. The final candidate tracks are then re-fit

to their hits and their track parameters and parameter errors are calculated.

Reconstructed tracks are represented with 5 helix parameters (as well as the

5×5 error matrix) defined at a specific space location which is usually taken as the

distance of closest approach (DCA) to the (0,0,0)4. These track parameters are:

• r0 : The distance of closest approach (DCA) to the z-axis in the x-y plane.

• z0 : z-position of the track at the distance of closest approach to the origin.

• φ : Direction of the track in the transverse plane at the distance of closest

approach.

• tanλ : Tangent of the polar angle for the track direction.

• q/pT : Charge (q) over transverse momentum of the track which is also

called the curvature. Curvature of a track is calculated from the bending in

the magnetic field.

4After the reconstruction of primary vertex, the track parameters are propagated to

the new DCA consistent with the new vertex.
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Figure 4.3: Fractional track transverse momentum resolution is given as a function of

track pseudo-rapidity for three momentum ranges in the simulation, [37].

The momentum resolution of the reconstructed tracks is shown in Fig. 4.3 and

can be parametrized for tracks at normal incident to the tracking detector surfaces

(η = 0) by Eq. 4.1.

∆pT

pT
=

√
0.0152 + (0.0014 pT )2 (4.1)

As seen in Fig. 4.3, the decrease in the momentum resolution above |η| > 1.6 is

due to the limited CFT coverage (shown as an increase in the error). On the other

hand, the resolution suddenly becomes better around |η| ∼ 2.2 where the forward

SMT disk coverage begins. The efficiency of track reconstruction for muons in the

simulated decays of Z boson is also shown in Fig. 4.4. Although it is known to

be higher than real data, the track reconstruction efficiency is about 96.9 % for

high-pT tracks in simulation.
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Figure 4.4: Track reconstruction efficiency for high-pT muons in simulated decays of

Z boson. Tracking efficiency as a function of muon a) pT , b) η and c) φ are shown. The

average track reconstruction efficiency is 96.9 %.
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4.2 Primary Vertex Reconstruction

At a luminosity of about 1032cm−2s−1 , an average of 2.5 additional minimum bias

interactions are expected to occur accompanying each hard-scattering collision.

Primary vertex (PV) reconstruction is performed to find and distinguish this hard-

scattering vertex from the other minimum bias interaction vertices.

The reconstruction algorithm is a three-step process. In the first step, tracks

are selected based on their DCA. In the second step of the reconstruction process,

possible vertex candidates are assembled. Finally in the last step, the most proba-

ble primary vertex is distinguished from the other vertices and selected as the hard

scatter vertex for the collision. After the primary vertex is reconstructed, track

parameters which were originally computed at DCA with respect to the detector

origin are recalculated with respect to the event primary vertex [56] - [58].

Track selection is performed to distinguish tracks emerging from the hard-

scatter vertex from those due to the secondary decays of particles. At the track

selection stage the hard-scatter vertex is not known but the nominal vertex location

is known to be within the transverse beam size. For this reason, a loose two

dimensonal DCA significance cut is applied to tracks in order to remove secondaries

as in Eq. 4.2. These tracks are fed into the first pass of the vertex reconstruction

algorithm which determines the approximate location of the beam spot.

Significance ≡ DCA

σDCA
< 100.0 (4.2)

The first pass vertex reconstruction makes a better choice for the origin of the

collision and the track parameters are recalculated with respect to this new vertex.

With the new parameters calculated for the tracks, a tighter DCA significance cut

of 3 is applied to tracks. Selected tracks are fitted together and the χ2 contribution

of each individual track to the vertex is computed. If the vertex fit χ2 is larger
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than 10, the track with the highest χ2 contribution is excluded and the vertex is

re-fitted. This process is repeated until the vertex fit χ2 becomes less than 10.

Once a vertex has been found, this procedure is repeated using the remaining

tracks in the event. After the reconstruction process is over, a list of reconstructed

vertices is generated and passed to the vertex selection procedure.

As we mentioned before, not all the vertices found in the event represent the

hard-scatter point. In order to distinguish the hard scatter vertex from other

minimum bias vertices, a probabilistic method is used. This selection uses the

fact that tracks from minimum bias interactions have smaller transverse momenta

than tracks from the hard scattering vertex. The track transverse momentum

distributions shown in Fig. 4.5 for MC tracks, are used to define a probability

which describes the likelihood for a track to come from a minimum bias vertex.

Only the tracks with pT > 0.5 GeV are used for the construction of the probability.

The track probabilities are obtained from Z → µµ events obtained in real data;

the hard-scatter vertex is assumed to be the vertex reconstructed from the two

high-pT muons and other vertices found in these events are considered as minimum

bias vertices. In order to create a vertex probability, the track probabilities are

multiplied and the product is weighted appropriately to make it independent of the

track multiplicity. This vertex probability describes the likelihood of the vertex to

be produced as a result of a minimum bias interaction and the vertex candidate

with the lowest probability is chosen as the primary vertex.

The combined primary vertex reconstruction and selection efficiency is about

97% in dimuon (mostly J/ψ events) data events and about 99% in Monte Carlo

simulation.
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Figure 4.5: Transverse momentum distributions of tracks are compared in the upper

plot (a) for tracks coming from the hard-scatter vertex and the minimum bias interaction

generated by MC. This distribution is used to create a probability, as shown in the lower

plot (b), that describes the probability of a track to be associated with a minimum bias

vertex.



4. Offline Event Reconstruction at DØ 96

4.3 Muon Reconstruction

The reconstruction of local muon5 tracks in the muon system start with the digital

information coming from the drift tube wires and scintillator hits. This raw data

is transformed into position and timing information in the scintillators and the

drift wires. The combination of wire and scintillator hits in each layer of the muon

system results in small tracks which are called segments. Finally, the individual

layer segments are combined via fitting procedures to form local muon tracks and

their momentum is measured using the magnetic field provided by the toroid [59].

4.3.1 Hit Reconstruction

As described in the previous chapter, the muon system is composed of a series of

drift tube and scintillator detectors. The central region is composed of three con-

centric layers of proportional drift chambers (PDT) and two layers of scintillator

counters (MSC). The forward region muon system is also composed of three layers

of mini-drift tubes (MDT) and each drift tube layer has an associated scintillator

layer called pixel counters.

Due to their different construction and operating principles, the hit reconstruc-

tion procedures also differ among these detectors. The scintillator detectors in the

central and forward regions provide timing information for muon hits. Their fast

response (time resolution is about 1-2 ns) enable the measurement of the arrival

of the time of the signal.

The hit reconstruction in the drift tubes utilizes the information coming from

the drift time of the signal reaching the wires in the middle of the detectors. The

5“Local muon” is a term used to describe the muons reconstructed from only the

muon detector information. Similarly a “global muon” is reconstructed by using the

muon detectors as well as the calorimeter and the central trackers via special matching

algorithms.
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relation of drift time and distance depends on the incident angle of the muon track

which created the hit and for this reason, the first hit reconstruction assumes an

incident angle of zero (perpendicular the the wire axis). A more precise, second-

pass hit reconstruction is performed once the track segments are reconstructed and

the muon trajectory is available.

4.3.2 Segment Reconstruction

The segment reconstruction finds straight6 track sections (i.e. segments) in each

layer of the muon detector. The reconstruction algorithm starts with the wire

hits and these reconstructed track segments are matched to the nearby existing

scintillator hits for an updated position measurement of the segments [60].

For the segment reconstruction, the central and forward muon systems are

divided into two parts according to the octant positions as shown in Fig. 4.6.

• Octant # : 0, 3, 4 and 7 (WAMUS and FAMUS)

• Octant # : 1, 2, 5 and 6 (WAMUS and FAMUS)

This discrimination is based on the orientations of the wires in the correspond-

ing octant parts of the detectors. Both in WAMUS and FAMUS, the wires are

oriented along the y-axis (octant numbers 0, 3, 4 and 7) or along the x-axis (oc-

tant numbers 1, 2, 5 and 6). However, the wire plane is in the x-z or y-z plane

in WAMUS while in FAMUS, this is the x-y plane. To overcome these differences

in different sections of the muon detectors, the segment reconstruction is not per-

formed in the global system but in the local muon systems. This choice of reference

system requires the transformation of the reconstructed hits from global system

to the local system.

The track segment reconstruction is performed in 6 steps:

6Magnetic field penetration at the muon layers is negligible.
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Figure 4.6: End view of the muon chambers and the octant numbering in WAMUS

(left) and FAMUS (right). The wires are oriented along the y-axis in octants 0, 3, 4 and

7 whereas they are oriented along the x-axis for octants 1, 2, 5 and 6.

1. Transformation of global hits to local hits

2. Creation of links between the hits and forming local segments

3. Fitting of local segments

4. Using primary vertex constraint for A-layer segments

5. Filtering of the local segments based on the fit χ2 and on the number of hits

per segment

6. Transformation back to the global system

In the A-layer, where the chambers consist of four planes of drift tubes, the

typical number of hits for a segment is 3 or 4. In the B and C-layers, where the

chambers are made up of three planes of drift tubes, the typical number of hits

is 2 or 3. An illustration of the segment finding is shown in Fig. 4.7. After the

segment fit has converged and the direction and position of the segment have been
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Figure 4.7: Schematic view of segment finding from a collection of wire hits in a layer.

The lines represent the central planes of the muon chamber layers and wires are presented

with crosses. Circles indicate the distance from the wire determined by the drift time.

calculated using the wire hits, the scintillator hits are matched to the segment by

extrapolating the segment to the scintillator plane. If a matching scintillator hit

is found, the segment is refitted, now using all the information coming from the

wire hits as well as the scintillator hits.

Segments are initially reconstructed in the individual layers of the muon system

separately (A, B and C layers). However, the segments from B and C layers are

expected to be the parts of the same straight line due to the lack of the magnetic

field and material in these layers. Therefore, each pair of reconstructed B and

C-layer segments in the same octant and region are combined and a new fit is

performed using all hits in both segments.

4.3.3 Local Track Reconstruction

The local muon track reconstruction [61] (i.e. only from the muon detectors)

performs the final matching of the pair of track segments from A and BC layers
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and makes a momentum measurement using the amount of bending of the muon

track in the toroid magnetic field. The fitting algorithm reconstructs the track by

relating the directions of the two segments in the global system and the bending

through the magnetic field. The reconstruction also takes into account effects of

multiple scattering and the energy loss due to the iron toroid.

The reconstruction of local muon tracks is performed in the following stages:

• Grouping of track segments. All possible segment pairs are considered start-

ing from an A segment and defining a road which is extended to the BC

segment.

• Perform first momentum estimation from the matching segments using sim-

ple toroid geometry as shown in Fig. 4.8. For this first estimate the magnetic

field of the toroid is assumed to be constant at 1.8 T and the energy loss in

the toroid iron is taken as dE/dx = 0.016 GeV /cm.

p =
0.3 B D

| tan v|
(4.3)

Eq. 4.3 shows the relation between the bending angle v between the two

segments and the muon momentum7 in the drift plane perpendicular to the

wire direction. D is the estimated distance of the muon travel inside the

toroid as shown in Fig. 4.8.

• Using the first estimate of the track parameters, perform a non-linear fit

to find the best momentum compatible with A-layer and BC-layer segment

positions and directions in the local frame. The track is propagated step by

step from the center of BC segment to the center of A segment using helical

trajectories. At each step and energy loss correction is applied using a more

realistic dE/dx formula which varies as a function of the muon momentum.

7Momentum in units of GeV/c when magnetic field is in Tesla and distance of travel

is in meters.
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Figure 4.8: First estimation of the track momentum by calculating the amount of bend-

ing (angle v) through the toroid magnetic field.

• Reconstructed local muon tracks are filtered depending on their proximity

to other found tracks and fit χ2. A loose χ2 cut is applied to tracks for

cleaning up bad fits. If several tracks are found too close to each other, the

reconstruction algorithm only keeps the one with best χ2.

4.3.4 Global Muon Reconstruction

Besides the local muon track reconstruction performed in the muon chambers,

muon tracks are also detected and reconstructed as tracks in the central tracker

system. However, the central tracker alone makes no distinction between all the

charged particle types and cannot provide a discrimination for any charged particle

versus a muon. However, the much better momentum and position resolution

provided by the central tracker detector (shown in Fig. 4.9) necessitates a clever

algorithm which matches the two tracks found in these two separate detectors.

This matching procedure is called the global muon reconstruction [53].

The global muon reconstruction algorithm considers the following effects;
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Figure 4.9: Momentum resolution of the muon system compared to the Central Fiber

Tracker resolution [45].

• The magnetic field of the solenoid and full track trajectory

• Effects of multiple scattering and energy loss in the calorimeter

The matching of the central muon track and local muon track is performed at

the A-layer of the muon detector. Since the central track parameters are given at

the distance of closest approach (DCA) to the primary vertex, the central track

parameters are propagated to the A-layer of the muon detector. The matching is

performed both in φ and η coordinates.

∆φ (µ, track) = φ µ − φ track (4.4)

∆η (µ, track) = η µ − η track (4.5)

In Eq. 4.4, φ track is corrected for track propagation since it is generally given

at DCA. The propagation is performed as in Eq. 4.6 where Rsol is the radius of

the solenoid magnet (0.6 m) and B is the magnetic field of the solenoid (2T).
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φA−layer = φDCA + 0.3×Rsol
q B

pT
(4.6)

For tracks with stereo information, η track is calculated from the track helix

parameter tanλ, however since there is no z information for axial tracks, the

matching is only carried out by using the ∆φ between the track and local muon.

A more detailed account of the ∆φ and ∆η residuals is given in [53] and these

studies show that the matching should be done as in Eq. 4.7 for tracks with stereo

information or in Eq. 4.8 for axial tracks.

∆R =

√(
∆φ
0.2

)2

+
(

∆η
0.2

)2

< 1 (4.7)

∆R =

√(
∆φ
0.2

)2

< 1 (4.8)

In the case of two tracks matching a single muon, the track with the highest

transverse momentum is used.

4.3.5 Muon Identification

After the reconstruction of local and global muons, the muon identification [62]

is performed to categorize the muons for offline analysis. The muon identification

classifies the reconstructed muons based on the grades of the local muon track fit

and hit properties as well as the result of the global matching.

There are two sets of muon qualities, first is called “nseg ” for historical reasons

and it classifies the muons depending on their global matching status and the local

muon information. Available nseg definitions are given below:

• nseg = 3 — The local muon is reconstructed from matching A-layer and

BC-layer segments. The local track is also matched to a central track as

described in the previous section.
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• nseg = 2, 1 — The local muon track reconstruction fails for this type of

muons and they are represented by a single A-layer (nseg = 1) or BC-layer

(nseg = 2) segments. However, there are central tracks found matching with

these type of segments making possible muon candidates.

• nseg = 0 — Both the local muon track reconstruction and segment recon-

struction fails for these types of muons and they are only represented by

individual hits in the muon chambers. However, these hits are matched to

tracks from the central tracker sytem

• nseg = -1, -2 — The local muon track reconstruction fails for this type

of muons and they are represented by a single A-layer (nseg = -1) or BC-

layer(nseg = -2) segments. There are no matching central tracks found for

this type of muons.

• nseg = -3 — The local muon is reconstructed from matching A-layer and

BC-layer segments. However, the local muon track is not matched to a

central track.

As seen in the nseg descriptions given above, nseg ≥ 0 represents different

qualities of local muons with a matching central track whereas negative nseg values

mean that there are no central tracks found for the local muons.

The second classification scheme for muons is again based on the local muon

track as well as central track matching information and they represent the “grade”

or the “quality” of the reconstructed muons. Available quality definitions are given

below:

• Tight Muons — Only |nseg | = 3 muons can be tight and they need to

satisfy the following criteria:

– at least two A-layer wire hits
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– at least one A-layer scintillator hit

– at least three BC-layer wire hits

– at least one BC-layer scintillator hit

– a converged local track fit (χ2 > 0)

• |nseg | = 3 & Medium / Loose Muons — If an |nseg| = 3 type muon

fails the tight criteria above, it is considered for the looser criteria called

medium and loose respectively. An |nseg | = 3 muon is medium if it satisfies

the following criteria:

– at least two A-layer wire hits

– at least one A-layer scintillator hit

– at least two BC-layer wire hits

– at least one BC-layer scintillator hit

An |nseg | = 3 loose muon is defined as a medium muon but allowing one of

the above requirements to fail, with the A-wire and scintillator requirement

treated as one condition, and always requiring at least one scintillator hit.

• nseg = +2 & Medium / Loose Muons — Muons with |nseg | < 3 can

only be loose or medium if they are matched to a central track. An nseg = 2

muon is a BC-layer segment only muon with matching central track and it

is considered loose if it satisfies:

– at least two BC-layer wire hits

– at least one BC-layer scintillator hit

An nseg = 2 muon is defined as medium if it satisfies the above conditions

and if it is located in the bottom part of the detector where A-layer coverage

is missing (octants 5 and 6 and |η| < 1.6.
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• nseg = +1 & Medium / Loose Muons — Muons with nseg = 1 are

made of A-layer segment only muon with matching central track and it is

considered loose if it satisfies:

– at least two A-layer wire hits

– at least one scintillator hit

Low momentum nseg = 1 muons can be defined as medium. Such a muon

is considered as low momentum if its probability to reach the BC-layer is

less than 70 %.

This second set of muon quality classifications are inclusive definitions; i.e. if

a muon is tight it is also a medium as well as a loose muon.

4.3.6 Muon Reconstruction and Trigger Efficiencies

In the analysis of this thesis, we use central track-matched loose muons because

of their higher efficiencies. In order to measure the reconstruction, as well as the

trigger efficiency of muons, we study the Z boson production where Z decays into

two muons. Due to their distinct invariant mass spectrum, these muons provide

high purity efficiency measurements.

Before making efficiency measurements, we collect Z candidate events by re-

quiring one central track-matched muon and a second central track with no muon-

id required. The pre-selected muon which is matched to one of the tracks is

called the tag muon and used to increase the purity of the selected Z candidate

events. The other track in the event (probe) with no information regarding its

nature (muon or another particle) is tested against the found muons in the muon

chambers and the muon triggers. For measuring efficiencies, we do not consider

the tracks pointing towards the bottom of the muon detector (octants 5 and 6,

|η| < 1.6) where acceptance is lower as compared to other regions.
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The selection of the tag muon and the probe track is illustrated in Fig. 4.10.

Z candidate events are collected by requiring at least two tracks one of which is

matched to a tag muon. The tag muon is required to be a central track matched

loose muon. Both tracks are required to have transverse momentum pT , larger

than 15.0 GeV and pseudo-rapidity |η| within the muon system coverage i.e less

than 2.0. Both tracks are required to be isolated in the calorimeter and the central

tracker 8. The events for these two track Z candidates are required to fire single

muon triggers with following conditions:

• Level 1: A region W (wide muon region) single muon trigger with tight

scintillator and loose wire requirements.

• Level 2: One muon with pT > 3.0 and medium quality requirements for

data taken with trigger list versions before 12. For trigger list version 13,

there is no L2 requirement.

• Level 3: At least one global track of pT > 10.0 found with SMT and CFT

trackers. A minimum number of 8 hits is required for the track.

In order not to bias the probe muon from this requirement, we require that

the control muon is matched to a L1 muon, L2 muon and the L3 track described

above. To increase the purity of the probe track even further, we require that

the probe track is matched to a calorimeter energy deposition which is consistent

with a muon MIP9 signature in the calorimeter. This requirement on the probe

track does not bias the efficiency measurement since the calorimeter and the muon

detectors are independent.

8The isolation condition used for the efficiency measurements is a likelihood made up of

the calorimeter energy and track momentum inside a cone around the muon. The details

of this isolation criteria will be discussed in more detail in chapter 7.
9Minimum Ionizing Particle
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Figure 4.10: Schematic view of the tag and probe muon selection and making of the

Z candidates for muon reconstruction efficiency measurement.

Real Z candidates can clearly be seen from the distinct peak around 90 GeV in

the dilepton invariant mass spectrum as shown in Fig. 4.11. For making Z can-

didates, we only consider opposite sign pairs for the two tracks. As seen from

the invariant mass plots, not all the candidates within a mass window are from

Z ’s. There is substantial background from continuum Drell-Yan spectrum as well

as combinatoric background. To find the number of real Z candidates before and

after the requirement of a reconstructed muon for the probe track, we fit the invari-

ant mass distribution to a sum of a signal shape and a continuous background. For

the signal shape, we use a convolution of a Breit-Wigner and Gaussian functions

and for background, we use an exponential function.

From the fits, we find that the total number of actual Z candidates (integral

of the signal) within an invariant mass window of [65, 115] GeV is 10142.9 for

the tag muon and probe track combination. This number reduces to 9171.2 when

the probe track is required to match a loose muon and the reduction factor is
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Figure 4.11: The invariant mass distributions. a) Tag muon and probe track and b) tag

muon and probe track matched to a loose muon. The total number of candidate events

within a mass window of [65, 115] GeV is shown on the upper right corner of the plots

along with the integral of the signal function within the same window showing the number

of actual Z candidates. The efficiency of the requirement of the probe track to be matched

to a loose muon is the ratio of the Z (signal) candidates between the two selections.
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equal to the efficiency of this requirement. We find the loose muon reconstruction

efficiency to be 90.4±0.3 %. We note that this is not the pure figure for the local

muon reconstruction efficiency but rather the combined effect of local track finding

and central track matching efficiency.

The efficiency for the muon trigger condition can also be found from the Z can-

didates in a similar manner. Knowing the loose muon reconstruction efficiency we

found above, we can increase the purity of the probe track by requiring a matched

offline loose muon and ask whether or not this probe muon triggers a set of muon

trigger conditions.

The trigger efficiency for each trigger condition can be obtained by dividing the

number of dimuon candidates before and after the trigger requirement imposed on

the probe muon. This way, L1 trigger efficiency is calculated with respect to the

central track matched reconstructed loose muons, and L2 with respect to L1 and

L3 with respect to the L2 trigger conditions. These trigger efficiencies are given

as a function of probe track pT , η and φ in Figs. 4.12, 4.13 and 4.14. Average

efficiency for L1 condition is found to be 68.1%, for L2 it is 97.4% and for L3, it

is 87.8%.

4.4 Electron Reconstruction

In the study this thesis describes, we performed our analysis using muons, but a

similar analysis with electrons has also been performed in DØ . The results of the

two are combined and more detail can be found in chapter 6. Therefore, in this

section, we give a brief introduction of electron reconstruction at DØ .

Electrons are identified by detecting their energy depositions in the calorimeter

[63] as well as showering signature in the preshower detectors and the track found

in the central tracking system. The calorimeter showers from the electrons and
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Figure 4.12: Level 1 muon trigger efficiency with respect to a central track which is also

matched to a reconstructed loose muon. Trigger efficiency as a function of probe track a)

pT , b) η and c) φ are shown.
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Figure 4.13: Level 2 trigger efficiency for medium muon with pT larger than 3 GeV re-

quirement with respect to the Level 1 trigger condition. Trigger efficiency as a function of

probe track a) pT , b) η and c) φ are shown.
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Figure 4.14: Level 3 trigger efficiency for a track above 10 GeV requirement with respect

to the Level 2 trigger condition. Trigger efficiency as a function of probe track a) pT , b)

η and c) φ are shown.
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photons are similar with energy deposited mainly in the electromagnetic (EM)

layers of the calorimeter. The reconstruction of electrons [64, 65] and photons [66]

use the same reconstruction algorithm with the distinction made by the presence

or absence of a central track or a preshower signature. Electrons and photons are

collectively called “EM” objects.

Electromagnetic clusters are reconstructed using two main approaches; a sim-

ple cone algorithm and the cell nearest-neighbor algorithm.

• Simple Cone — The simple cone algorithm makes clusters of calorimeter

towers within a cone size of R ≡
√

∆η2 + ∆φ2 = 0.4. For electromagnetic

object reconstruction, an electromagnetic tower consists of four EM layers

and the first hadronic layer (FH1) of the calorimeter. The reconstruction

algorithm starts with the highest ET EM towers for the seed of the clusters.

Adjacent EM towers above 0.5 GeV are added to the cluster if they are

within a window of 0.3 × 0.3 in η × φ. In the next step all towers within

a cone radius of 0.4 with respect to the energy weighted axis of the original

cluster is added. Then the axis is recalculated and the last step is repeated

until a stable cluster is reconstructed.

• Cell Nearest Neighbor (CellNN) — The CellNN algorithm performs

electron reconstruction from calorimeter cells rather than towers as in the

case of simple cone algorithm. In each calorimeter layer, the cell with high-

est energy is used as the seed for this algorithm. Local clustering (also

called floor clustering) is performed within each calorimeter layer by adding

the neighbor cells to the seed cell. Each floor cluster in EM3 (third elec-

tromagnetic layer) initiates a global cluster and layer by layer, floor clusters

matching an angular requirement are added to the global cluster as shown in

Fig. 4.15. If a floor cluster is shared between two global clusters, its energy

is shared between the two clusters using a parametrization of the shower
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Figure 4.15: Schematic view of global cluster building from the floor (layer) clusters

[65]. For electromagnetic object reconstruction, the seed floor cluster is selected from the

EM3 layer of the calorimeter.

shape.

4.4.1 Electron Identification

The clustering algorithms described previously do not make a distinction between

electrons and photons. This distinction is mainly done by looking for the presence

of a track pointing to the calorimeter cluster. Since photons are neutral particles,

their tracks are not reconstructed in the central tracking system. In order to find

a track candidate for the EM cluster, a road of 0.05 × 0.05 in ∆η×∆φ is defined

between the center of the calorimeter cluster and the hard-scatter vertex (primary

vertex). A search for a track with transverse momentum larger than 1.5 GeV is

performed within this road. If one or more tracks are found, the candidate is

considered as an electron, otherwise it is accepted as a photon candidate.
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A more detailed χ2 track and cluster matching is then performed for electron

candidates as a part of the electron identification procedure. There are more

standard electron identification criteria used in DØ and these are summarized

below.

• Electromagnetic Energy Fraction (EMF) — EMF is the fraction of the total

energy of the cluster deposited in the EM layers of the calorimeter. An EM

object candidate is required to have an EM fraction of larger than 90%.

• Isolation — In order to reduce the fake rate of EM objects found in the

calorimeter mainly caused by the jets which deposit non-collimated energy

in EM layers, an isolation criteria is defined. The isolation is defined as in

Eq. 4.9 and provides optimum levels of EM object reconstruction.

fiso =
ETOTAL(0.4)− EEM (0.2)

EEM (0.2)
(4.9)

where ETOTAL(0.4) is the total energy contained in a cone of radius 0.4,

and EEM (0.2) is the electromagnetic energy contained in a cone of radius

0.2 around the electron candidate. Electromagnetic candidates are gener-

ally required to have isolation values of less than 15% to be identified as

electromagnetic objects (i.e. fiso < 0.15).

• H-Matrix Technique — Another criteria used to distinguish electrons and

photons from hadronic jets is the shape of the showering in the calorimeter.

In order to obtain the best discrimination against jets, both longitudinal

and transverse shower shapes as well as the correlations between the cell

energies are used. This is done using a simple covariance matrix, M, of

8 variables to characterize the discrimination between electromagnetic and

hadronic objects as shown in Eq. 4.10.
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Mij =
1
N

N∑
n=1

(xn
i − 〈 xi 〉)(xn

j − 〈 xj 〉) (4.10)

where n is the event index and i represents the index of the shape variable.

The covariance matrix is derived from N Monte Carlo generated electrons

using 8 shower shape variables. An H matrix is defined as the inverse of

this covariance matrix as shown in Eq. 4.11. Using this matrix, one can find

the χ2 of a test object representing the likelihood of having similar shower

shape as the electrons in the covariance matrix. A test object, ~xk can be

tested for being consistent with an electromagnetic object as in Eq. 4.12.

H ≡ M−1 (4.11)

χ2 =
∑
ij

(xk
i − 〈 xi 〉) Hij (xk

j − 〈 xj 〉) (4.12)

The eight variables fed as input to the H-matrix technique are listed below:

1. Fraction of shower energy in the 1st EM layer of calorimeter.

2. Fraction of shower energy in the 2nd EM layer of calorimeter.

3. Fraction of shower energy in the 3rd EM layer of calorimeter.

4. Fraction of shower energy in the 4th EM layer of calorimeter.

5. Size of the cluster in the third EM layer along the radial axis for the

end calorimeters and z-axis for the central calorimeter.

6. Size of the cluster along r − φ axis in the third EM layer.

7. Total shower energy.

8. Primary vertex position.
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The first four variables, shower energies taken from the corresponding EM

layers of the calorimeter represent the longitudinal development of the shower.

The next two variables describe the transverse development of the shower by

providing a description of the cluster sizes in the third EM layer. The last

two parameters are added to provide a parametrization of the total energy

and the impact parameter dependence on the matrix.

A typical electron selection requires the H-matrix χ2 to be lower than 20.

4.5 Jet Reconstruction

Reconstruction of jets is performed by clustering of calorimeter energy deposited

by the particles within the jet[67]. The reconstruction algorithm is composed of

the following steps [68]:

1. The 0.1×0.1 η × φ calorimeter towers are reconstructed from the calorimeter

cells. The towers are the basic building blocks for jet clustering algorithm

used in DØ . Towers with transverse energy (ET ) less than 0.5 GeV are

ignored to reduce the instrumental background.

2. The tower with highest transverse energy is used as the seed for preclus-

tering. Preclusters are formed in a cone of R =
√

(∆ η)2 + (∆ φ)2 = 0.3

around the seed tower. Preclusters with total transverse energy less than

1 GeV are discarded. Towers belonging to an accepted precluster are re-

moved from the list of towers and another preclustering is performed to find

other jets in the event. The precluster axis is defined to be the ET weighted

centroid of the precluster towers as in Eq. 4.13 and Eq. 4.14 [69]

ET ≡
∑

i

Ei
T =

∑
i

Ei × sin θi
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Figure 4.16: An event display of a recorded dijet event in DØ detector. Two views are

shown. The picture on the left (a) shows an r−φ view of the event emphasizing the tracks

found in the central tracker and the jets found in the calorimeter with blue and red colors

(red color block histogram represents the energy in the electromagnetic and blue on top

of that is the energy found in the hadronic layers of the calorimeter). The right picture

(b) shows the same event in a lego plot showing the same jets in η − φ view. The yellow

peak represents the missing energy calculated for the event.
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ηprecluster =

∑
i
Ei

T ηi∑
i
Ei

T

(4.13)

φprecluster =

∑
i
Ei

T φi∑
i
Ei

T

(4.14)

3. Jet clustering starts with all preclusters with ET > 1.0 GeV and adding all

calorimeter cells within a fixed cone of radius R = 0.5 or 0.7. All jets in

this document are reconstructed with a cone size of 0.5 unless mentioned

otherwise. A new cluster (jet) axis and energy is calculated according to

Eq. 4.13 and Eq. 4.14. This step is repeated until the jet axis becomes stable.

Each jets found in this manner are required to have a total transverse energy

larger than 8 GeV , and otherwise discarded.

4. If two stable reconstructed jets share calorimeter towers, they are merged

if the shared energy between the two jets is larger than 50 % of the lower

ET jet. If the shared energy is lower than 50 %, then each shared tower is

assigned to the jet which is closest.

5. Final reconstructed jets are required to have ET > 8 GeV and discarded

otherwise.

Before reconstructed jets are used as an input in a physics analysis, they are

required to satisfy a set of quality cuts. These cuts are summarized below:

• Electromagnetic Fraction (EMF) — As we discussed for the electron

reconstruction, EM fraction is a criteria used to distinguish between the

hadronic jets and electromagnetic energy clusters. Electromagnetic objects

tend to deposit most of their energy in the EM layers of the calorimeter

whereas the shower shape of the jets are more uniform accross calorimeter

layers. In order to make this distinction, reconstructed jets are required to

have EM fractions between 5 and 95 %.
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• Coarse Hadronic Fraction (CHF) — Coarse hadronic fraction is the

fraction of transverse energy of the jet in the coarse hadronic layers of the

calorimeter. The jets are required to have CHF values less than 40 %.

• Hot Fraction — The hot fraction is the ratio of transverse energy in the

most energetic tower to that of the next leading tower in the jet. This frac-

tion provides a control for the fake jets created when some towers systemat-

ically report high energy depositions due to problems in the corresponding

read-out electronics etc. Reconstructed jets are required to have hot frac-

tions of less than 10.

• n90 — n90 variable serves a purpose similar to that of hot fraction. It is

the number of towers making up the 90 % of the jet energy. If more than

90% of the jet energy is contained in a single tower, the jet is almost cer-

tainly reconstructed due to a single hot calorimeter tower or cell. Therefore,

reconstructed jets are required to have n90 values larger than 1.

• L1 Confirmation — Due to the undesired noise levels in the precision read-

out of calorimeter cells, the trigger calorimeter readout is used to provide a

confirmation of the readout measurements. The comparison of the precision

readout and the trigger readout is not straightforward due to differences

between the two, and adjustments have to be made. The trigger readout

happens at the calorimeter tower level rather than calorimeter cells and not

all the calorimeter layers are read out at Level-1. Therefore a new variable,

called L1conf is created to even out the differences as shown in Eq. 4.15.

L1conf =

∑
Trigger

Ei
T

Ejet
T × (1− CHF )

(4.15)

Jets are required to have L1conf > 0.4 in the central and end calorimeter
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regions (CC and EC) and L1conf > 0.2 in the inter-cryostat region (ICR).

4.5.1 Jet Reconstruction Efficiencies

The jet reconstruction efficiency (combined with the efficiency of selection require-

ments) in Monte Carlo is shown in Fig. 4.17 alone with the reconstruction efficiency

scale factor between MC and real data. The MC efficiency is obtained from dijet

production in Z decays whereas data/MC scale factor is obtained using photon

plus jet events.

4.5.2 Jet Energy Scale

There are known systematic effects contributing to a discrepancy between the

measured jet energies and the expected particle level jet energy in DØ . Recon-

structed jet energies are corrected for these factors and this correction procedure

is called the Jet Energy Scale (JES) [70]. Major systematic effects known to effect

the measured jet energies can be listed as the calorimeter offset energy (Eoffset),

the calorimeter jet response (Rjet) and out-of-cone showering for cone jets (FS ,

showering correction factor). All these factors contribute in a different way and

parametrized as a function of jet energy and location in the detector. The rela-

tion between the measured energy of the reconstructed jet (Ecalorimeter
jet ) and the

particle level energy (Eparticle
jet ) can be represented as in Eq. 4.16.

Eparticle
jet =

Ecalorimeter
jet − Eoffset

Rjet FS
(4.16)

• Offset Energy — The offset energy term is used to describe the energy in

the calorimeter from sources not related to the physics processes responsi-

ble for creating the jet. Some of the sources for this offset energy are the

inelastic collisions in the bunch crossing other than the hard-scatter colli-
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Figure 4.17: Jet reconstruction efficiency in Monte Carlo (Z → jj) is shown as a func-

tion of jet transverse momentum in the upper figure (a). The efficiency is measured with

respect to the particle jets formed using the individual particle information available in

MC. Bottom figure (b) shows the efficiency difference for jets in data versus MC repre-

sented with a parametrized scale factor (SF ≡ εDATA/εMC) given for three regions of the

calorimeter; central region (|η| ≤ 0.8), the two inter-cryostat (0.8 < |η| ≤ 1.5) and end

regions (|η| > 1.5).
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Figure 4.18: Offset energy parametrized as a function of calorimeter pseudo-rapidity

[71]. The amount of offset energy present in the calorimeter is also strongly correlated

with the number of interaction vertices found in the event which is then correlated with

the instantaneous luminosity.

sion (minimum bias interactions or underlying event), radioactive noise due

to the decaying of the uranium absorber plates of the calorimeter and the

pile-up energy which is the left over signals present in the calorimeter from

previous collisions occuring in the detector. In order to arrive at the cor-

rected jet energy, this default energy present in the calorimeter must be

calculated over calorimeter pseudo-rapidity regions and subtracted from the

reconstructed jet energies.

Measured offset energy as a function of calorimeter pseudo-rapidity is shown

in Fig. 4.18, as expected the offset correction is also highly correlated with

the number of interaction vertices found in the event which is then correlated

with the instantaneous luminosity for the collisions.

• Jet Response — Jet response is the major factor contributing to the mis-

measurement of the jet energy. It is basically defined as the ratio of the
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Figure 4.19: Jet response parametrized as a function of jet energy [71]. The jet energy

response of the calorimeter is better for more energetic jets.

measured energy to the true energy deposited in the calorimeter. The re-

sponse is generally less than 100 % due to the uninstrumented regions and

dead material in the calorimeter. The jet response is measured by requiring

energy balance in the transverse plane for photon+jet events where photon

energy is measured to a higher accuracy than that of jets. The energy scale

of the photons is well known due to the EM energy calibrations obtained

from Z → e+e− events which are in turn calibrated using the precise track-

ing system measurements. The jet response is parametrized as a function of

jet energy as shown in Fig. 4.19 as well as detector pseudo-rapidity of the

jet.

• Showering Correction — Unlike the previous two corrections, the show-

ering correction is less related to instrumental effects but is a consequence

of the jet formation and hadronization process. Therefore, this correction is

performed after the two previous corrections are applied for the jet energy
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scale. The showering factor basically corrects for the typical energy radiated

outside the jet cone and is not accounted in the measured jet energy. The

correction amount is estimated by looking at the total amount of energy

in concentric cones around the jet axis with radius varying from 0.1 to 2.0.

This is called the shower profile is used to find the energy correlated with

the jet, but left outside the jet reconstruction cone size. This correction is

again parametrized as a function of jet energy.

The effect of all the jet energy scale corrections are shown in Fig. 4.20 as a

function of jet energy and pseudo-rapidity. The total and statistical errors asso-

ciated with the correction factor are also given as a function of jet energy and

pseudo-rapidity in Fig. 4.21. Major systematic sources contributing to the error

on the correction can be listed as the variation in the instantaneous luminosity

(and hence the number of interactions per event), errors from the fits used to

parametrize the correction, primary vertex selection criteria and the differences

observed when dijet data is used instead of photon+jet data when estimating the

corrections.

4.6 b-tagging Methods

Jets are experimental signatures for quarks and gluons but one missing item in

the process of finding the jets is the classification with respect to the nature of

the original parton creating the jet. There have been several studies to distinguish

between the gluon and quark jets [72] - [74], but another important discrimination

is necessary to identify the flavor of the quark jets to find whether or not it is

generated by a light quark (up, down, strange) or a charm and a b quark. The

latter process of classifying jets as coming from a light quark or a b quark is called

b-tagging.
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Figure 4.20: Jet energy scale correction parametrized as a function of jet energy (upper)

and pseudo-rapidity (lower).
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Figure 4.21: Jet energy scale correction error parametrized as a function of jet energy

(upper) and pseudo-rapidity (lower).
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The information from the DØ calorimeter alone is not sufficient to make such

a distinction. One of the most common ways of doing b-tagging relies on the fact

that B hadrons carrying b quarks have long lifetimes. A B hadron decay lifetime

is on the order of a few picoseconds and the decay vertex can be a few millimeters

away from the hard-scatter vertex making it possible to distinguish.

The particles coming from the decay of the heavy quark tend to have high-pT

and the charged ones can be detected with the central tracker. Due to the consid-

erably displaced parent vertex, these tracks generally have large impact parameter

with respect to the primary vertex. This knowledge is exploited in two ways in the

identification of b quarks. The tracks are used to perform a secondary vertex fit

separated from the primary vertex is reconstructed. The presence of the secondary

vertex within a jet identifies that the jet has a high probability to be a heavy quark

produced jet. Another way to identify the heavy jets is to look at the impact pa-

rameters of the tracks within a jet rather than reconstructing the vertex. Large

impact parameter of the tracks hint at the existence of heavy quark signature and

this information is transformed into a likelihood to define the probability to be a

b quark produced jet. These two methods will be explained in more detail in the

following two sections.

Before we proceed, we need to introduce an important definition which will be

used widely in this analysis. In order to reduce the fake rate of jet reconstruc-

tion and have a better measure of the effectiveness of the b-tagging algorithms,

reconstructed jets are required to meet further selection criteria called jet tagga-

bility. Before b-tagging is applied to calorimeter jets, all jets are first required to

be taggable. For testing the calorimeter jets against taggability, a new type of jets

is reconstructed from tracks (called track jets) [75]. These track jets are recon-

structed from tracks with at least 2 SMT hits, pT > 0.5 GeV , |DCAr| < 0.15

cm and |DCAz| < 0.40 cm, using a three dimensional cone clustering algorithm
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Figure 4.22: 3 dimensional track-jet clustering is shown in the x-z event display on the

left (a). The ∆R distance between a calorimeter jet and the reconstructed track jet is

shown on the right (b) with the cut value (0.5) emphasized.

of radius 0.5. In order to be taggable, we require that there must be a track-jet

matching to a calorimeter jet within its cone size, or geometrically speaking, the

two axes of calorimeter jet and the track-jet should not be separated larger than

0.5 in δR. This taggability condition can more easily be seen in Fig. 4.22.

Average taggability efficiency of the reconstructed calorimeter jets with pT >

20 GeV and |η| < 2.5 is measured to be about 79% in data. Taggability efficiency

varies slightly (about ∼ 2%) with the underlying quark nature of the jet and this

difference will be investigated later in this text.

4.6.1 Secondary Vertex b-tagging

The secondary vertex (SV) b-tagging algorithm identifies the b-jets by reconstruct-

ing the displaced vertex where B hadron decays. The reconstructed displaced ver-

tex is then required to match to the calorimeter jets [76]. The algorithm works

in three steps; a long-lived light particle removal procedure called V0 removal, re-
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construction of the track jets and secondary vertices and lastly the association of

secondary vertices with the calorimeter jets.

1. V0 removal procedure is performed to reduce the number of jets that are

b-tagged because they contain long-lived particles other than B hadrons.

This procedure explicitly removes the two track vertices which are due to

particles like K0
s , Λ or a photon conversion into an e+e− pair. The V0

removal algorithm finds these vertices by comparing the mass of the two-

track vertex to the known masses of these long-lived particles. If consistent,

the tracks are removed from the list of available tracks for secondary vertex

reconstruction.

2. As we briefly discussed for the definition of the taggability condition, clus-

tering of the tracks into track jets is also used as seed for the secondary

vertex reconstruction. The track-based jet finding starts by clustering of

the tracks in the z-direction. Tracks are formed in pre-clusters if ∆z < 2 cm

for the tracks within the pre-cluster, where z is measured with respect to

the distance of closest approach. In each pre-cluster, the tracks are required

to meet the following conditions;

• pT > 0.5 GeV

• NSMT ≥ 2

• DCAr < 0.15 cm

• DCAz < 0.40 cm

For every pre-cluster, the tracks passing these cuts are clustered using a

three dimensonal cone algorithm with radius 0.5, starting from a seed track

with pT > 1.0 GeV . The seed track momentum cut is required to reduce

the number of track jets from the low momentum underlying event.
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After the track-jets are formed, tracks are passed through a second set of

selection to identify the displaced tracks and prepare them for the vertex

fitting. The tracks are filtered by requiring an impact parameter significance

larger than 3 (DCAr/σDCAr > 3) and CFT hit requirement of at least 7

(NCFT ≥ 7).

For every track jet with at least two selected tracks, the secondary vertex

fitting procedure is performed. Two track seed vertices are formed from the

selected tracks in each track-jet if the vertex χ2 is less than 100. Additional

tracks existing in the track-jet are attached to the seed if the combined

vertex χ2 is less than 15.

Resulting secondary vertices must then pass the following selection criteria;

• The 2D decay length, |~Lr| (projection of the 3D decay length in the

transverse plane) of the secondary vertex must be smaller than 2.6 cm.

The decay length vector is defined to be the vector extended from the

reconstructed primary vertex to the secondary vertex point.

• The collinearity of the secondary vertex must be larger than 0.9. Collinear-

ity is defined to be the cosine of the angle between the decay axis and

the direction of the vectorial sum of the momentum of tracks associated

to the secondary vertex. The momentum of the secondary vertex is cal-

culated as the vector sum of the momentums of the attached tracks.

The collinearity criteria helps select the secondary vertices consistent

with coming from the primary vertex since the B hadron creating the

secondary vertex would have a momentum along the direction of its

decay length vector, yielding a small angle (large cosine value) between

the two vectors.

• The decay length significance, |~Lxy|/σ|~Lxy | of the vertices should be at
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least 5.

Secondary vertices selected with above cuts are considered to be the LOOSE

vertices and tighter selections are also applied to provide a flexible signal ef-

ficiency versus background rate control. The list of other types of secondary

vertices are given in Table 4.1 and compared to the default LOOSE vertices.

LOOSE MEDIUM TIGHT

Track IP Significance Cut 3.0 3.5 3.5

|~Lr| (cm) Cut 2.6 2.6 2.6

Vertex Collinearity Cut 0.9 0.9 0.9

Decay Length Significance Cut 5 6 7

Table 4.1: Different selection criteria used for the reconstruction of three types of sec-

ondary vertices.

3. Finally, for b-tagging the jets, reconstructed secondary vertices are matched

to the taggable calorimeter jets. The matching criterion is a simple geo-

metrical requirement such that the ∆R distance between the calorimeter

jet axis and the momentum vector of the vertex should be less than 0.5.

Using this requirement, calorimeter jets might have a positive or a negative

match. The sign of the matching is taken from the following observation; if

the angle between the secondary vertex decay length vector and its momen-

tum is smaller (larger) than 90 degrees, the match is defined to be positive

(negative). Only the positive tags are considered to be the real b-tagged jets

whereas negative tags are mostly due to the finite resolution of the primary

vertex measurement.

The performance of the secondary vertex b-tagging as measured in data is

shown for the three types of vertices in Fig. 4.23 as a function of fake (or mistag)
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rate which describes the b-tagging rate for light quark jets [77]. The efficiency and

mistag rate are also parametrized as a function of jet transverse momentum and

psuedo-rapidity.

Figure 4.23: Performance of the secondary vertex b-tagging measured in data for three

types of vertices as a function of fake rate which describes the b-tagging rate in light

quark jets. The efficiency is shown for jets within the central region of the calorimeter

and transverse momentum between 35 and 55 GeV .

4.6.2 Impact Parameter b-tagging

For the impact parameter (IP) b-tagging method, there is no need to fully recon-

struct the displaced vertex of the B hadron. However, exploiting the same physical

observation that the tracks from the decay of the heavy hadrons appear displaced

from the primary vertex, the impact parameter method is used to identify jets

produced by b quarks.

As we discussed for the sign of the secondary vertices, the impact parameter

of a track is also considered to be a signed quantity with respect to a given jet.

The assignment of the sign of a track impact parameter is more clearly shown in



4. Offline Event Reconstruction at DØ 135

Figure 4.24: Schematic description of the track impact parameter sign. The track gets

a positive impact parameter with respect to the jet if the track crosses the jet axis in front

of the PV (towards the jet) and gets a negative impact parameter if it crosses behind the

PV.

Fig. 4.24. Positive and large IP tracks are thought to be the tracks coming from

the decays of the heavy hadrons however negative IP tracks are actually coming

from the primary vertex but appear displaced due to the finite vertex and track

resolutions.

In the IP b-tagging method, the negative IP tracks are used to form a likelihood

to describe the tracks belonging to the primary vertex and hence not coming from a

heavy hadron decay [78]. The likelihood probability (P(SIP )) is in fact generated

from the negative side of the impact parameter significance distribution (SIP ,

used as the probability density distribution) shown in Fig. 4.25. The probability

is mathematically defined as in Eq. 4.17.
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Figure 4.25: Signed IP significance distribution (black histogram). Red fill shows the

mirror image of the negative side of the distribution on the positive side (with respect

to yellow zero-line). The excess amount of tracks on the positive side is a signature of

displaced tracks coming from the decays of heavy particles.

Ptrk(SIP ) =

−|SIP |∫
−30

f(SIP ) dSIP

0∫
−30

f(SIP ) dSIP

(4.17)

The probability given in Eq. 4.17 describes the probability of a track to come

from a primary vertex. The probabilities of tracks associated with a jet (within a

jet cone) are converted to a single jet probability using the relation in Eq. 4.18. The

impact parameter probability distributions for MC light jets and b-jets are shown

in Fig. 4.26. By construction, the light jets homogenously occupy all probability

values between 0 and 1 (giving a flat distribution) while b-jets are distinguished

by small probability values.
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Figure 4.26: IP parameter probability of jets in MC reconstructed using only positive

(yellow fill) and negative (green fill) impact parameter tracks. The small excess near zero

in the light jet distribution is due to V0 particles not removed effectively.

Pjet =
∏
·
Ntracks−1∑

i=0

(− log
∏

)i

i!
(4.18)

∏
≡

Ntracks∏
j=1

Pj
trk (SIP )

With the IP b-tagging method, the taggable jets are assigned the IP parameter

probability which describes the probability of being associated with the primary

vertex. Jets are identified as b-jets simply by requiring this probability to be

smaller than a preset value. As in SV b-tagging method, there are three types of

IP b-tagging operating points commonly used in DØ that correspond to different

signal efficiency and mistag rate levels. These points are Pjet <0.014, 0.007 and

0.004, which are called LOOSE, MEDIUM and TIGHT b-tagging respectively.

The performance of the impact parameter b-tagging as measured in data is

shown in Fig. 4.23 as a function of the mistag rate [79]. The efficiency and mistag

rate are also parametrized as a function of jet transverse momentum and psuedo-
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Figure 4.27: Performance of the impact parameter b-tagging measured in data as a

function of fake rate which describes the b-tagging rate in light quark jets. The efficiency

is shown for jets within the central region of the calorimeter and transverse momentum

between 35 and 55 GeV .

rapidity.



Chapter 5

Production of Z + b-jet in

Dimuon Channel

5.1 Introduction

The production of b-quark(s) associated with theW/Z boson constitutes the essen-

tial signature for several processes currently searched for and studied at DØ such

as Higgs boson production. Understanding of all the processes giving rise to these

signatures has paramount importance for the completeness of the Higgs searches,

which are currently limited only due to the low production probabilities. Observa-

tion of events with b-jets and W/Z bosons will be of primary importance for the

Higgs boson discovery.

Furthermore, the current theoretical understanding of the processes which yield

b-jets in association with EW bosons are not very precise due to significant contri-

butions from higher order interactions and the uncertainties regarding the b-quark

density in protons. So the observation of these events provides a critical test of

our current knowledge regarding these processes.

139
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We study b-jet production associated with Z boson in this thesis and in par-

ticular, measure the ratio of inclusive cross sections for the Z + b-jet and Z+jet

processes, where the Z boson decays to two muons i.e. σ(Z(µµ)+b-jet) / σ(Z(µµ)+

jet). A similar analysis was also performed in the Z decay di-electron channel and

the combination of the two results will be discussed in the next chapter.

5.2 Event Selection

The dataset we used for this analysis was collected with the DØ detector between

August 2002 and September 2003. Rather than measuring the cross-section for a

specific process, we measure the ratio of cross-sections, therefore the exact value

of the integrated luminosity for our data sample is not necessary as an input to

this study. For this reason, we relax the requirement on the trigger selection for

the data sample and we require any L3 trigger with associated muon triggers for

the selected events. In order to suppress any bias from triggers associated with

jets, we ignore those triggers that require both jets and muons. The total recorded

luminosity for the period of runs is reported to be about 180 pb−1 .

The data set consists of events which are preselected (or so-called skimmed)

with a requirement of two high pT muons, reconstructed with version p14 of

DØRECO and reformatted with top analyze package1, version Nefertiti [80]. The

two high pT muon preselection condition is imposed by requiring at least two

muons of “loose” quality, both matched to central tracks and each with central

track transverse momentum larger than 15.0 GeV .

To remove data declared unusable by the data-quality experts due to prob-

lems with the detector and/or trigger, we used top dq package, version v00-04-00

1top analyze is a basic software utility used to change the data output format from

binary to more user friendly and object oriented ntuple format. This utility is also used

to perform post-reconstruction level corrections on data.
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Sample MC Generator Sam Req. ID Events

Z(µµ̄) + bb̄ ALPGEN +PYTHIA 11409-11410 100000

Z(µµ̄) + jj ALPGEN +PYTHIA 10721-10724 200000

Z(µµ̄) + j ALPGEN +PYTHIA 11304-11305 150000

Z(µµ̄) + b PYTHIA 11642 15000

Z → bb̄ PYTHIA 8847 10000

Z → cc̄ PYTHIA 8935 10000

Z → qq̄ (q = uds) PYTHIA 8846 10000

Table 5.1: Information on the MC samples used in this analysis. Sam request id number

is the index of the MC files in the Fermilab data storage framework.

[81]. We create a list of runs (good run list) corresponding to the usable data for

physics analysis purposes and feed this list to the top dq package for the automatic

selection of runs consistent with the list. The good run list for this analysis was

created with the following conditions on detectors: no “bad SMT”, no “bad CFT”,

no “bad CAL” and “reasonable” MUON detector quality. A “bad” detector com-

ponent is usually due to data acquisition problems, specific hardware problems or

expert manipulated readout conditions related to this detector.

The Monte Carlo (MC) samples used in this analysis are shown in Table 5.1.

These samples are generated with ALPGEN v1.3 [82] [83] and PYTHIA v6.2 [84]

[10] leading order MC generators.

5.2.1 Muon Selection

The candidate Z → µµ events are selected using dimuons satisfying the following

muon selection criteria:
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Figure 5.1: Schematic representation for the definition of the prel
T variable used for muon

isolation.

• Local muons in the muon detector must be matched to a central track with;

– pcentral
T > 15.0 GeV

– |η| < 2.0

– Track transverse DCA < 0.25cm

• At least LOOSE quality

• Must be isolated with respect to the reconstructed calorimeter jets. The

muon isolation is quantitatively described by the prel
T variable shown in

Eq. 5.1 and defined to be the transverse component of the muon momentum

with respect to the combined muon and the nearest calorimeter jet axis.

prel
T =

|~pµ × (~pµ + ~pjet)|
|(~pµ + ~pjet)|

(5.1)

A schematic representation of the prel
T variable is given in Fig. 5.1 and in

this analysis, muons are required to have prel
T larger than 10 GeV .

The isolation requirement is applied in order to reduce background due to the

semi-leptonic decays of heavy quarks which provide muon and the jet signature
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for the events we are interested in. These muons appear to be close to the axis of

the jet associated with heavy quark and they tend to have lower momenta than

the muons from Z bosons. Both effects are incorporated into our signal muon

selection by the choice of the isolation criteria. As seen in Fig. 5.1, requiring large

prel
T muons discriminates against the low momentum muons as well as the ones

close to the jets.

In Fig. 5.2, we show the prel
T distribution of muons. The motivation behind the

10 GeV cut for prel
T is clearly seen in this plot. The peak near zero is due to the

background muons and the flat distribution at high prel
T corresponds to the signal

muons expected to come from Z bosons.

For selecting Z candidates, we require two preselected muons with the following

criteria;

• Opposite electric charge i.e. Qµ1 6= Qµ2

• Opening angle in transverse plane: ∆φ > 0.4

• Invariant mass window: 65 GeV < Mµ1µ2 < 115 GeV

Using the Z candidates, we can also measure the efficiency of the muon isolation

requirement. We create two samples of Z events for this purpose, one with exactly

two isolated muons (N2) and another with one and only one isolated muon (N1).

The number of real Z candidates in these samples are related to the isolation

efficiency, ε, in equations 5.2, 5.3 and 5.4.

N2 = ε2 NZ (5.2)

N1 = 2 ε (1− ε) NZ (5.3)

with solution

ε =
2 N2

2 N2 +N1
(5.4)
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Figure 5.2: The prel
T distribution for muons in the data is shown in the upper plot (a)

with the cut value is shown by the vertical arrow. The lower prel
T peak is expected to be

due to the low momentum muons contained within or nearby the jet cone. The relation

of the muon prel
T and the ∆ R distance between the muon and the closest jet axis is also

shown in the lower plot (b).
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In order to find the number of Z candidates in these samples with different

numbers of isolated muons, we employ a method we used in the previous chapter.

We fit the invariant mass distributions of the dimuon candidates and extract the

number of events consistent within the Z peak and the underlying background

events. We use fits which are a convolution of Breit-Wigner and Gaussian functions

for the signal and exponential for the background. The fits to dimuon invariant

distributions are shown in Fig. 5.3. Solving Eq. 5.4, we obtain that the isolation

efficiency for signal muons from Z boson decays is 96.1 %. This efficiency is for

inclusive Z muons and therefore artificially high due to the large fraction of events

without any jets. We will re-calculate the isolation efficiency for Z candidate events

with ≥ 1 jets when we discuss the background estimation.

5.2.2 Jet Selection and b-tagging

For this analysis, we use calorimeter jets reconstructed with the cone algorithm of

radius size 0.5. The jet selection cuts are summarized below:

• Pass L1 confirmation (defined in chapter 4)

• 0.05 < EM-fraction < 0.95

• CH-fraction < 0.4

• n90 > 1

• Jet energy scale (JES) corrections (v05-01-00)

• ET ≥ 20.0 GeV (corrected energy)

• |η| ≤ 2.5

The selected calorimeter jets are required to be taggable before the b-tagging

as described in chapter 4. Jets are required to match the reconstructed track
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Figure 5.3: The invariant mass distributions for the dimuon candidates with both muons

isolated (upper plot) and one and only one of the muons isolated (lower plot) Total number

of candidate events within a mass window of [65, 115] GeV is shown on the upper right

corner of the plots along with the integral of the signal function within the same window

showing the number of actual Z candidates. The isolation efficiency is obtained using the

relation in Eq. 5.4 and using the fit results, it is estimated to be 96.1 %.
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jets within a matching ∆Rtrack−jet,cal−jet of 0.5. For tagging b-jets, we use the

secondary vertex b-tagging method and consider TIGHT secondary vertices, which

have a decay length significance larger than 7. The taggable calorimeter jets are

matched to secondary vertices if ∆R between the jet axis and the secondary vertex

momentum vector is smaller than 0.5.

The jet multiplicity distributions for all jets, taggable jets and b-tagged jets

are shown in Fig. 5.4 for events with selected Z candidates. The jet reconstruction

efficiency does not have a direct effect on the cross-section ratio and cancels out

completely if the heavy quark and light quark jet reconstruction efficiencies are

the same. We investigated this hypothesis with the simulation and measured the

calorimeter jet reconstruction efficiencies for different types of quarks with respect

to particle jets2. The jet reconstruction efficiencies for heavy and light quarks are

shown in Fig. 5.5, obtained from Z → bb̄, Z → cc̄, and Z → qq̄ (where q = uds)

simulation.

The lower plots on Fig. 5.5 show the ratio of jet reconstruction efficiencies

for b quarks compared to light quarks (lower left) and c quarks (lower right).

We observe a 2 % difference in the jet reconstruction efficiencies of b and light

quark samples but see almost no difference in b and c quark samples. Since our

understanding of these differences are rather unsophisticated at this time, we prefer

using the hypothesis of cancelling the jet reconstruction efficiency differences in

the ratio calculation but treat the difference observed in MC as a systematic source

of uncertainty. Systematic effects will be investigated later in this chapter.

We also measured the efficiency of the taggability requirement in our data

to be 78.6 ± 0.9% per jet. The same taggability efficiency is measured to be in

88.2 ± 0.3% in Z+j MC and 90.6 ± 0.4% in Z+b MC. Assuming that most of the

2MC particle jets are clusters of generated stable particles reconstructed using an al-

gorithm similar to calorimeter jet reconstruction.
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Figure 5.4: Jet multiplicity in data for all jets (upper plot), taggable jets (lower left)

and b-tagged jets (lower right). The filled bars represent the uncertainty from the error in

jet-energy scale.
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Figure 5.5: The jet reconstruction efficiencies for b/c and light quarks as measured in

Z → bb̄, Z → cc̄, and Z → qq̄ (where q = uds) simulation with respect to particle jets

(abscissa of the plots represent the particle jet momentum). The lower plots show the

ratio of reconstruction efficiencies for b vs light quark (lower left) and b vs c quark (lower

right). Although the jet reconstruction efficiencies for b and c quarks are similar, they are

about 2 % higher than the light quarks.
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jets in data are light-quark jets, we take the difference in data and Z + j MC to

scale the taggability of jets in Z+b MC and find the heavy jet (i.e. b/c) taggability

in data as shown in Eq. 5.5. Therefore, we estimate the heavy jet taggability in

data to be 80.7 ± 0.5(stat) ± 0.4(syst)% where the systematic error is obtained

by comparing the taggability in Z + bb̄ MC, with the one from Z + b MC.

tdata
B = tdata

L × tMC
B

tMC
L

(5.5)

The b-tagging efficiencies in data for b and light jets have been estimated by

others as functions of jet pT and η [77] and [85]. Similar parametrizations are also

available for the b-tagging differences as observed in data and MC (scale-factor)

due to the imperfections in the simulation. The contribution from c quarks (hence

c-jets) to our final data sample is non-negligible, and since there is no available

way of measuring the c-jet tagging efficiency in data, we rely on simulation to

estimate c-jet tagging efficiency and scale it using the same scale factor derived for

b-jets. For the kinematics of the jets in our dimuon candidate events, we obtain an

average b-tagging efficiency of 33.13 ± 1.12(syst)% for b-jets, 8.42 ± 0.06(syst)%

for c-jets and mistag rate of about 0.24 % for light jets.

The heavy quark (b and c) tagging efficiencies quoted above incorporate a

correction factor applied for jets that do not contain muons inside their cone (i.e.

non-muonic jets). This correction factor is applied since the original efficiency

measurements are obtained for jets that contain a muon within their cone (i.e.

muonic jets). We relied on simulation to obtain the ratio of the tagging efficiencies

of non-muonic jets to muonic jets and measured this factor to be 85.7 ± 1.6% [86].
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Figure 5.6: The µ+µ− invariant mass for Z candidates in data. The number of Z candi-

dates from the fit to this sample yields about 11543 within the invariant mass window of

[65.0, 115.0] GeV . For the fit, we used an exponential function to model the background

and then subtracted the fit from the original histogram to calculate the Z contribution.

5.3 Candidate Events

The dimuon mass distribution in Fig. 5.6, shows that there are about 11797 Z can-

didates in our data-set, as subtracted from the background fit in the invariant mass

distributions (shown in Fig. 5.3). After the dimuon invariant mass window cut and

requiring at least one calorimeter jet, this sample is reduced to 1754 events. The

taggability requirement on the calorimeter jets reduces the number of Z candidate

events with one or more jets to 1406 events. Finally, applying b-tagging on the

taggable jets leaves only 22 dimuon events with one or more b-tagged jets. The

summary for the number of candidate events is given in Table 5.2 and the dimuon

mass distributions for events with one or more taggable jets and b-tagged jets can

also be seen in Fig. 5.7

The taggable jet transverse momentum (pT ) and pseudo-rapidity (η) distri-

butions are shown in Fig. 5.8 and 5.9 from Z+jet candidate events respectively,
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Figure 5.7: Dimuon invariant mass distribution in data, where both muons are required

to be isolated. In the upper plot, at least 1 taggable jet present in the event, whereas lower

plot requires at least 1 b-tagged jet present in the event along with the dimuon candidate.

The distributions are shown with no cut on the dimuon invariant mass.
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Event Selection # Events

Z(µµ)+ ≥ 1 jet 1754

Z(µµ)+ ≥ 1 taggable jet 1406

Z(µµ)+ ≥ 1 b-tagged jet 22

Table 5.2: The number of events left after successive selections of candidate events in the

Z mass region. The number of events after the b-tagging jet selection is almost exclusively

formed of Z + 1b-jet events except for one event, which has 2 b-jets.

overlayed with similar distributions from Z+jet MC. The MC and data plots are

normalized to the same number of Z bosons and the MC jets are further scaled

with data to MC jet reconstruction efficiency difference as discussed in the pre-

vious chapter. These kinematic distributions are also overlaid with the expected

dimuon background which will be discussed in the next section. We observe that

the taggable jet kinematic properties are consistent with the expectations from the

simulations within the known uncertainties such as the jet energy scale correction

uncertainty shown as the colored bars around the data points.

A schematic two dimensional (transverse plane) view of a dimuon candidate

event with a b-tagged jet can be seen in Fig. 5.10.

5.3.1 Background Calculations

In the selection of the Z boson candidate events, we require two high-pT isolated

muons, but due to the inefficiencies in our selection criteria, not all of the selected

events are real Z boson candidates even though the invariant mass of the dimuon

is close to the Z mass. Most of the background events are due to the semi-leptonic

decays of heavy quarks and some of these muons pass the isolation criteria and

appear as muons from Z boson. Since this multi-jet background is mostly a result
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Figure 5.8: The comparison of taggable jet pT in Z candidate events (bars) and expec-

tation from Z+jet (black line) and dimuon background (magenta-filled histogram). Upper

plot is on linear and lower on logarithmic scale. The normalization of the QCD background

is calculated in the text and the shape of this background is obtained from the jets in the

anti-isolated dimuon data sample. The simulation is normalized to the same number of

dimuon candidates as observed in the data within the mass region [65.0, 115.0] GeV .

The number of simulated jets are also corrected by the data versus MC jet reconstruction

efficiency difference.
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Figure 5.9: The comparison of taggable jet η in Z candidate events (bars) and expecta-

tion from Z+jet (black line) and dimuon background (magenta-filled histogram). Upper

plot is on linear and lower on logarithmic scale. The normalization of the QCD background

is calculated in the text and the shape of this background is obtained from the jets in the

anti-isolated dimuon data sample. The simulation is normalized to the same number of

dimuon candidates as observed in the data within the mass region [65.0, 115.0] GeV .

The number of simulated jets are also corrected by the data versus MC jet reconstruction

efficiency difference.
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Figure 5.10: A schematic two dimensional (r − φ) view of a dimuon candidate event

with a b-tagged jet. The two green tracks indicate the muons making the Z candidate and

the dark blue line shows the direction of the calorimeter jet which happens to be tagged

by an existing secondary vertex with a decay length of about 3 mm and also contains a

soft muon.
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of the inefficiency of the isolation criteria, we use this selection for the estimation

of the multi-jet contamination in the selected dimuon candidate events with one or

more taggable jets. This method, explained below, is called the “matrix method”.

As we discussed in the beginning of this chapter, the efficiency for satisfying

the isolation criteria can be calculated for Z muons using the fits to the invariant

mass distributions for dimuon candidates of one (N1) and two isolated muons

(N2). Using the same technique, we find that the isolation efficiency for Z muons

is 84.9 ± 0.2 %. We note that this efficiency is lower than the previously quoted

value of 96.1 % since this measurement is for muons in dimuon events with one

or more taggable jets. Our previous measurement was for the inclusive jets which

includes a large fraction of dimuon events with no reconstructed jets. The error on

our measurement is derived from the variations of the fit resulting from modified

fitting regions. This uncertainty is propagated as a systematic uncertainty in the

background estimations discussed below.

We argue that the isolation efficiency for the real Z muons also represents the

efficiency for muons from Drell-Yan sources (Z/γ∗ continuum) within the same

dimuon mass window. The underlying physics process is similar for these two

types of events and given the similar kinematics due to the same invariant mass

window, we expect these muons to have similar efficiencies for isolation with respect

to the reconstructed jets. Therefore, we collectively call the calculated efficiency

the isolation efficiency for DY (Drell-Yan) muons (εDY ). However, it is very nat-

ural to expect that the isolation efficiency of muons from multi-jet/QCD sources

(εQCD) should be significantly different due to the differences in the production

and kinematics of muons with respect to jets in such events.

In order to estimate the multi-jet background contribution in our Z+≥ 1-jet

and b-tagged jet samples, we first calculate the isolation efficiency for background-

like muons. The equations 5.6, 5.7 and 5.8, give the relation between the number of
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candidates observed in the dimuon samples with no consideration for their isolation

(NTOTAL), for two isolated muons (N2) and absolutely no isolated muons (N0),

respectively.

NTOTAL ≡ NQCD +NDY (5.6)

N2 = ε2QCDNQCD + ε2DYNDY (5.7)

N0 = (1− εQCD)2NQCD + (1− εDY )2NDY (5.8)

The labels in the matrix-method equations have the following meanings (event

numbers, Nx, represent the event counts of dimuon events with invariant masses

within the mass window we use for the analysis. The events are also required to

have at least 1 taggable jet, or a b-tagged jet present in the event if the corre-

sponding label is superscripted with letter “B”):

• NQCD = Number of multi-jet (QCD) background events

• NDY = Number of events from DY and Z processes

• εQCD = Efficiency of isolation requirement for muons in QCD events

• εDY = Efficiency of isolation requirement for muons from DY/Z sources

• N2 = Number of events where both muons are isolated

• N0 = Number of events where none of the muons are isolated

The unknowns to be solved for are NDY , NQCD and εQCD. Given the isolation

efficiency for Z muons (εDY ) calculated above and the number of observed events

with all types of muons (NTOTAL = 2134), exactly two (N2 = 1406) and no isolated

muons (N0 = 132), we calculate the contributions from DY and QCD sources using

the matrix-method equations presented in equations 5.6 through 5.8. In order to
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Derived Quantity Value

NDY 1950.61 ± 390.12(stat) ± 26.05(syst)

NQCD 183.39 ± 36.68(stat) ± 9.50(syst)

εQCD 30.92 ± 1.24(syst) %

Table 5.3: The derived quantities of the matrix method, the descriptions are given within

the text.

solve these equations, we have to make an initial assumption that the contribution

from QCD to the events with two isolated muons (N2) is negligible as compared

to the DY contribution. This is a legitimate assumption given the small levels of

non-resonant contribution in the dimuon invariant mass as seen in Fig. 5.7 and the

fact that the efficiencies contribute in quadrature to Eq. 5.7. In any case, since this

is an assumption in our background calculations, we estimate its effect as a source

of systematic uncertainty. This uncertainty is calculated by treating the difference

in the first-pass result for N2 (given by Eq. 5.7) and the actual observed number

of dimuon candidates with two isolated muons. Without our initial assumptions,

these numbers should perfectly agree but in the presence of the initial assumption,

there is a difference of 1.25 % in N2 and this factor is propagated to all other

calculations. This procedure provides a feed-back of the first-pass estimation to

the final calculation in the form of a systematic uncertainty and enables the result

to be within a stable value established in an iterative way.

The results of the background calculation are summarized in Table 5.3. We

find that of 1406 Z+taggable jet events (N2), 17.53 ± 3.51(stat) ± 2.20(syst)

events are from multi-jet background sources (i.e. ε2QCDNQCD).

Furthermore, we calculate the multi-jet contribution to the b-tagged sample

of 22 events by looking at the sample where both of the muons are anti-isolated
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(NB
0 ) and at least 1 b-tagged jet is present in the event.

NB
0 = (1− εQCD)2NB

QCD + (1− εDY )2NB
DY (5.9)

NB
QCD ' NB

0

(1− εQCD)2
(5.10)

As mentioned before, the superscript “B” represents that the numbers are

relating the contributions in the b-tagged samples (eg. NB
QCD represents the con-

tribution from multi-jet/QCD background in the ≥ 1 b-tagged-jet sample). In

order to arrive at Eq. 5.10 from Eq. 5.9, we apply the same assumption we used

earlier (i.e. (1−εQCD)2 is small with respect to (1−εDY )2) and estimate the effect

of this assumption in our result as a systematic uncertainty. Given our observation

that NB
0 is 25 events, i.e. the number of events where there are two anti-isolated

muons and at least 1 b-tagged jet, we can calculate the QCD contribution to 2

isolated muon & b-tagged jet sample.

NB
2 = ε2QCDN

B
QCD + ε2DYN

B
DY (5.11)

QCD Background ≡ ε2QCD NB
QCD (5.12)

QCD Background =
ε2QCD NB

0

(1− εQCD)2
(5.13)

Plugging in the relation for NB
QCD derived in Eq. 5.10 to Eq. 5.12, we arrive

at Eq. 5.13. Using the isolation efficiency we calculated for the background muons

and the value for NB
0 (25 events), we finally estimate the number of multi-jet/QCD

contribution to the Z + b-jet sample as 5.01 ± 1.00(stat) ± 0.56(syst) events.

A summary of multi-jet background calculation results can be found in Ta-

ble 5.4.
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Background Expected Contribution (# events)

QCD in Z+ ≥ 1 taggable-jet 17.53 ± 3.51(stat) ± 2.20(syst)

QCD in Z+ ≥ 1 b-tagged jet 5.01 ± 1.00(stat) ± 0.56(syst)

Table 5.4: Multi-jet/QCD background contributions to untagged (Z + taggable-jet) and

b-tagged (Z + b-jet) samples.

5.4 Tests for b-tagging

To test the validity of b-jets, tagged with secondary vertices (SVTX), we utilized a

different tagging method, namely the impact parameter b-tagging method (JLIP)

discussed in the previous chapter. Out of the 22 events which at least one SVTX

tagged jet, we observe that only 14 of these events are also tagged by the JLIP

method.

These numbers alone do not give us much information if we do not have a quan-

titative and independent way of measuring the correlations of the two algorithms

and it is quite natural to expect that these correlations will be strongly dependent

on the nature of underlying quark type. Measuring the correlations for b, c and

light quarks is only possible with simulation but due to the slight differences in

tracking in MC and data, it is not guaranteed that the correlations found in MC

will also apply to data.

In order to put this hypothesis to test, we analyzed the MuJet skim as an

independent data to measure the correlations. The skim is made of collider data

consisting events with at least one jet of transverse momentum larger than 15

GeV and a MEDIUM quality muon of pT > 4 GeV in the event where the muon

is also required to be near the jet axis specified by a ∆R cut smaller than 0.7.

In order to select the b-jets, we used the tag and probe method and further

skimmed the original sample for events with 2 back to back jets (∆φ > 2.5). To
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Quark Type (MC) JLIP & SVTX Correlation

b quark jets 79.2 % (CB)

c quark jets 56.1 % (CC)

light-quark jets 22.4 % (CL)

Table 5.5: Correlations of JLIP and SVTX b-tagging algorithms in MC for different

quark types.

increase the purity of the selected events for being b-jet events, we required the

tag jet to be tagged by both soft-lepton tagging3 (lepton is muon, in this case) and

SVTX algorithms, and analyzed the away-side jet (probe jet) in these events. Since

the first tag jet is b-tagged by two independent algorithms, the probability that

this is a real b-jet is high (an approximate calculation yields that this probability is

higher than 95 %). We measure the correlation of the SVTX and JLIP algorithms

using this away-side jet and find that 77.1 ± 1.4 % of the SVTX tagged away-side

jets are also tagged by JLIP algorithm.

The similar measurement in MC, this time using the generated B-hadrons in

Z + b MC to increase the purity, gives us 79.2 % for the same correlation. These

two results are statistically consistent and increase the confidence in the hypothesis

that the b-tagging correlations for JLIP and SVTX algorithms are similar in data

and MC.

The correlations using different samples are summarized in Table 5.5. Using

these correlations, we can arrive at the expected number of JLIP tagged events in

the Z + b-tagged jet sample of 22 events and these are shown in Table 5.6. Out

of 22 events tagged with SVTX algorithm, we expect 14.33 ± 3.38(stat) events

3Soft lepton tagging is another b-tagging method where the prel
T of the muon found in

the jet is used to discriminate b-jets agains other type of jets.
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Source of Contribution Expected Events

Z + b contribution 9.19 ×CB = 7.28 events

Z + c contribution 3.95 ×CC = 2.22 events

Z + j contribution 3.85 ×CL = 0.86 events

QCD contribution 5.01 ×CB = 3.97 events

Total expected 14.33 ± 3.38(stat) events out of 22 events

Table 5.6: Using the correlations found between the two b-tagging methods, we multiply

these correlations with the expected contributions from light quark, b and c quark as well

as background contributions in the 22 b-tagged jet events. Since we expect most of the

QCD background to be heavy quark events with semi-leptonic decays, we use the b quark

correlation (i.e. CB) for these events.

also to be tagged by the impact parameter b-tagging algorithm. Applying this

b-tagging algorithm explicitly on these events, we indeed obtain 14 tagged events,

confirming our expectations and that our sample contains Z + b-jet events as we

have calculated.

In the calculation of total expected tagged events with the impact parameter

algorithm, we assumed that the correlation for the QCD events are consistent with

the correlations for b-jet events since we believe most of the QCD background is

due to the bb contribution. The method presented here is not an exact procedure

for testing the b-tagging used in this analysis but given the statistical uncertainties

calculated shown in Table 5.6, the consistency of our results with the expectations

increase our confidence in our result and b-tagging methods.
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5.5 Ratio of Cross-Sections

In order to measure the ratio of cross-sections, we need to scale the events back with

the corresponding efficiencies in order to find their contributions before b-tagging

and taggability. However, all the efficiencies we calculated from data reflect the

efficiencies per jet and since our measurement is an inclusive quantity, we need to

find a relation between the per jet taggability efficiency and per event efficiency

due to the events with more than one jet.

In the case of an event with non-zero number of jets, the efficiency to accept

this event with a requirement of one or more jets can simply be written as 1 minus

the efficiency to reject the evet. An event is rejected with a rate which is equal to

the product of the rejection rate of each jet in the event, i.e.
njets∏
j=1

(1 − εj) where

εj is the efficiency to accept a specific jet. Therefore, the light jet efficiencies are

converted to event efficiencies by using the number of jets in Z+jet events in data

and average event efficiency is found using the relation given in Eq. 5.14.

εevent =
1

Nevents
·

Nevents∑
i=1

[
1−

ni
jets∏

j=1

(1− εjetj )
]

(5.14)

However, estimating the effect of the jet multiplicities for the heavy jets (b

and c-jets) is more involved since we do not know how many heavy quark jets

are actually produced in the b-tagged events. In order to measure the effect of

the heavy quark event contributions with more than one b and c quarks in the

final state, we obtain the fraction of such events from theoretical calculations [20].

According to the theoretical estimations using CTEQ6 PDF set [10], in the case

of Z + b-quark production, the fraction of two quark final state4 is 10.8 % of the

total inclusive Z+heavy quark production (f b
QQ̄

= 0.108) and the same fraction is

4Excluding the cases where the two quarks fall into the same jet cone of size 0.5 and

reconstructed as one jet.
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Efficiency Per Jet Per Event

Efficiency (%) Efficiency (%)

Light jet taggability 78.6 80.3

Light jet b-tagging rate 0.24 0.27

b-jet taggability 80.7 82.4

b-jet b-tagging 33.1 35.5

c-jet taggability 80.7 81.7

c-jet b-tagging 8.42 8.94

Table 5.7: Since the measurement presented in this thesis is an inclusive measurement,

we make corrections to measured efficiencies for jet multiplicities in the events. The effect

of this correction is seen when the per jet and per event efficiency columns are compared.

We use the efficiencies presented in the last column of the table above.

6.7 % for the c quarks (f c
QQ̄

= 0.067). In a similar way as we did for the light jet

efficiencies, we also correct the efficiencies for the existence of events with more

than one quark produced as in Eq. 5.15. We apply this correction for b and c-jet

taggability and b-tagging efficiencies. The efficiencies before (per jet efficiency) and

after (per event efficiency) the jet multiplicity corrections are listed in Table 5.7.

εevent = (1− fQQ) · εjet + fQQ ·
[
1− (1− εjet)2

]
(5.15)

In order to find the original b, c and light quark contents in the selected events,

we write the relations for different contributions of sources in the samples before

and after b-tagging as shown in equations 5.16 and 5.17, respectively.

1406 = tb NB + tc NC + tl NL +NQCD

1406− 17.53 = 1388.47 = tb NB + tc NC + tl NL (5.16)
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22 = tb εb NB + tc εc NC + tl εl NL +NQCDB

22− 5.01 = 16.99 = tb εb NB + tc εc NC + tl εl NL (5.17)

The two equations presented above (5.16 and 5.17) are not sufficient to solve for

the three unknows we have (NB, NC and NL). In order to solve these equations,

we assume that the inclusive Z+c production cross section is a factor of 1.69 larger

than the inclusive Z+b cross section as obtained from theoretical estimations [20].

NC = 1.69×NB (5.18)

Solving the equations 5.16 through 5.18 simultaneously, we obtain the following

estimates for the number of Z+light-jet, Z + b-jet and Z + c-jet events produced

where the errors are purely statistical.

• NB = 32.16 ± 8.83 (stat)

• NC = 54.35 ± 14.92 (stat)

• NL = 1641.62 ± 47.40 (stat)

From the numbers above, we can calculate the the ratio of production cross

sections given in Eq. 5.19.

σ(Z + b)
σ(Z + j)

= (1.86 ± 0.44 (stat))× 10−2 (5.19)

Having calculated different flavor contributions in our samples, we can com-

pare the jet kinematic distributions correctly normalized and overlayed with the

distributions obtained in data. The b-tagged transverse momentum distribution

can be seen in Fig. 5.11 overlayed with expected contributions from real b-jets as

well as c-jet, light-jet and multi-jet/QCD background sources. The distributions
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Figure 5.11: The comparison of b-tagged jet pT in data and MC. The color-fill his-

tograms, except the QCD contribution, are taken from corresponding MC samples with

weights estimated as explained in text. The shape of the QCD contribution is estimated

using the b-tagged jets in the non-isolated dimuon data sample.

are in good agreement with expectations. Similar normalized distributions are

also plotted for the secondary vertices used for tagging the b-jets. We show the

secondary vertex track multiplicity distribution in Fig. 5.12 and the consistency

between the vertices found in data and expectations from simulation is good.

In addition to comparing the secondary vertex track multiplicity observed in

data to our expectations, we also look at the secondary vertex decay length sig-

nificance since it also provides a test of the validity of displaced vertices. Fig. 5.13

shows the decay length significance distributions for the reconstructed secondary

vertices. Even though we apply a decay length signifance cut and remove sec-

ondary vertices with significance values smaller than 7, we remove this cut for
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Figure 5.12: Secondary vertex track multiplicity. The color-fill histograms, except the

QCD contribution, are taken from corresponding MC samples with weights estimated from

the final data sample. The shape of the QCD contribution is estimated using the secondary

vertices in the non-isolated dimuon data sample. These distributions are plotted only for

those secondary vertices that are associated to calorimeter jets.
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Figure 5.13: Secondary vertex decay length significance. Although we require the ver-

tices to have a decay length significance of at least 7.0, we removed this cut for making this

plot. The color-fill histograms, except the QCD contribution, are taken from correspond-

ing MC samples with weights estimated from the final data sample. The shape of the

QCD contribution is estimated using the secondary vertices in the non-isolated dimuon

data sample. These distributions are plotted only for those secondary vertices that are

associated to calorimeter jets.

Fig. 5.13 in order to observe and compare the distributions in different flavors of

reconstructed secondary vertices.
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5.6 Consideration of Systematic Uncertain-

ties

The ratio of cross sections is subject to systematic uncertainties in fit parameters,

errors from theoretical inputs and estimation procedures. The following sources

are the major contributors to the systematic uncertainty in our measurement and

quoted as absolute errors on the final result.

• Uncertainty in the Background Estimation Before b-tagging

– We calculated the contribution of multi-jet/QCD background to the

Z+ ≥ 1 taggable jet sample to be 17.53 ± 4.14 events and we prop-

agate the error on this estimate as a source of systematic error on

our final measurement. Therefore, the systematic error from the QCD

background before b-tagging, is calculated to be ± 0.01 ×10−2 .

• Uncertainty in the Background Estimation After b-tagging

– In the calculation of the QCD background after b-tagging, we also es-

timated uncertainty associated with our estimation. The overall QCD

background estimate in the b-tagged sample was 5.01 ± 1.15 events.

We propagate this error to the measurement and calculate the system-

atic uncertainty to be ± 0.16 ×10−2 .

• Differences in the Mistag Rate Functions from Different Data Sets

– The mistag rates are measured in two different data samples, one in

data collected through a combination of jet triggers and another sample

which is collected with the requirement of an EM object and an existing

jet in the event (EMQCD). We observed slight differences in the mistag

rates calculated from these two samples and this difference is taken to
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be one of the sources of systematic error for our measurement. The

effect of this difference on the final ratio of cross sections is ± 0.10

×10−2 .

• Uncertainty in the Jet Energy Scale (JES)

– The jet energy scale correction is applied to all jets in the analysis but

these corrections are associated with statistical and systematic uncer-

tainties. Major systematic uncertainties stem from the instrumental

background and the biases introduced in the selection of the data sets

from which the energy corrections are derived [70]. To understand the

effect of these uncertainties, we rescaled the jet energies by ± σcorr

and performed our calculations again. The background calculations

are also scaled to reflect the changes in the jet energy distributions.

The average effect of the uncertainty in jet energy scale error is -0.12

×10−2 and +0.02 ×10−2 on the final ratio of cross sections.

– The differences between the JES of the b-jets and light jets are also

investigated in MC [86]. The uncertainty due to these differences are

calculated to be −0.09 × 10−2 and +0.10 × 10−2 on the final ratio of

cross sections.

• Uncertainty in the b and c-jet b-tagging Efficiencies

– The b and c-jet tagging efficiencies are used in extracting the ratio

of cross sections. These efficiencies are available as functions of jet

transverse momentum and detector pseudo-rapidity regions [77]. They

are also calculated with corresponding statistical and systematic errors

which are due to the uncertainties regarding the measurement meth-

ods. We vary the jet efficiencies by ± σeff assuming that b and c
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tag efficiencies are entirely correlated, repeat the analysis, and then

measure the difference from the actual results.

The effect of uncertainty in b and c efficiencies is calculated to be

−0.04× 10−2 and +0.05× 10−2 on the final ratio of cross sections.

• Uncertainty in the Mistag Rate Function

– In a similar way we calculated the fluctations due to the b and c effi-

ciency errors, we also propagated the error in the light jet mistag rate

to our final result as well. The effect on the calculated measurement

is found to be ± 0.04 ×10−2.

• Uncertainty from the Hadronic Jet Correction for b-jet Tagging

Efficiency

– It is mentioned early in this chapter that the b and c-jet tagging ef-

ficiencies are obtained from events with jets where the jet cone con-

tains a muon. We correct the efficiencies for jets that do not con-

tain a muon (non-muonic) and estimate the correction factor to be

0.857 ± 0.016(syst) [86] i.e. the ratio of non-muonic b-jet tagging effi-

ciency to muonic b-jet tagging efficiency. The error comes from different

MC samples used to estimate the correction factor.

The effect of the corresponding uncertainty on the final ratio is assessed

and the systematic uncertainty on the result is calculated to be −0.03×

10−2 and +0.04× 10−2.

• Differences in the Jet Reconstruction Efficiencies for heavy and

light quarks

– Although we used the hypothesis that the heavy-jet and light-jet recon-

struction efficiencies cancel out in the cross section ratio calculation,
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we showed in Fig. 5.5 that the heavy and light quark jet reconstruction

efficiencies can be different as much as 2 %. We treat this difference

as a source of systematic error and measure its effect on the final cross

section ratio to be ± 0.04 ×10−2.

• Uncertainty in Taggability Scale Factor for Data and MC

– We measured the taggability difference of MC and data jets (larger for

MC), however this estimate has an systematic error due to the variation

of different MC samples with which these differences are measured. The

error on this scale factor is propagated to the final cross-section ratio

and the resulting uncertainty is estimated to be ± 0.01 ×10−2.

• Uncertainty in the Ratio of Expected Z + c-jet and Z + b-jet Pro-

duction

– To decouple contributions from b and c events, we used the predicted

ratio of Z + b-jet and Z + c-jet next-to-leading order inclusive cross

sections, obtained from [20]. The theoretical uncertainties in these

predictions are attributed to uncertainties for the selection of the renor-

malization and the factorization scale as well as the uncertainties in the

heavy quark parton distribution functions. The total uncertainty for

the ratio of Z+ b-jet and Z+ c-jet next-to-leading order inclusive cross

sections is estimated to be 9.5 %. Using the ratio values scaled by

± σratio, we recalculate our result and take the differences in the final

result as a systematic uncertainty, which is found to be ± 0.05 ×10−2.

• Uncertainty for the Event Efficiency Correction for Heavy Jet

Events

– We discussed the correction we applied for obtaining the efficiencies per
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event from efficiencies calculated per jet. We used theoretical input for

estimating the fraction of heavy quark production with two quarks to

the inclusive production. These fractions are assigned an uncertainty

of 20 % consistent with the leading order cross-section calculations [20]

[87].

We propagate the estimated uncertainty in the heavy quark taggabil-

ity and b-tagging efficiencies due to the uncertainty in the theoretical

input, to the final cross-section ratio and find the resulting uncertainty

to be ± 0.03 ×10−2.

• Uncertainty due to the Merged Heavy Quarks

– An important fraction of inclusive Z+ b-jet (and Z+ c-jet) final states

include the processes where two heavy quarks are produced but being

close to each other, are reconstructed as a single jet final state. Even

though such an event would appear as a single jet event, the presence

of the two heavy quarks (and hadrons) effects the b-tagging efficiencies

in a substantial way. Such cases of quark merging are estimated to be

∼ 10 % (19 %) of the inclusive Z + b-jet (Z + c-jet) production [20].

Using Z + bb̄ and Z + cc̄ simulation, we calculate that the b-tagging

efficiency is significantly higher for jets containing two heavy quarks

within their cone volume as compared to jets with single heavy quarks.

This increase in b-tagging efficiency is estimated to be 40 % for b-jets

and 60 % for c-jets.

This increase in efficiency are used as input to calculate an average

b-tagging efficiency for inclusive Z + b and Z + c events. The average

efficiency is calculated to be 3.6% higher than the single jet efficiency

for b-jets and 9.6 % for c-jets.
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We treat this change in efficiency due to the non-negligible presence of

merged heavy quark jets as another source of systematic uncertainty

and find the resulting uncertainty on the ratio measurement to be

+0.10 ×10−2.

Except for the systematic sources that effect the b and c-jet efficiencies in the

same way, we treat the uncertainties uncorrelated and add them in quadrature for

the final systematic uncertainty. The uncertainties on b-jet and c-jet efficiencies

are assumed to be fully correlated. A summary of the systematic uncertainties on

the number of Z + b-jet, Z + c-jet and Z+light-jet events as well as the ratio of

cross-sections is provided in Table 5.8.

5.7 Conclusion

We conclude that the ratio of the inclusive Z + b-jet to Z+jet cross sections is

found to be 1.86 ± 0.44(stat)+0.24
−0.28(syst) % and presented with more detail below:

σ(Z + b)
σ(Z + j)

= (1.86± 0.44(stat)+0.24
−0.28(syst))× 10−2

NB = 32.16 ± 8.83(stat)+4.27
−5.50(syst)

NC = 54.35 ± 14.92(stat)+7.62
−9.92(syst)

NL = 1641.62 ± 47.40(stat)+184.58
−144.85(syst)

The theoretical calculation for the same cross-section ratio is (1.8 ± 0.4)×10−2

for the jet kinematics used in this analysis [88] and it is in good aggreement with

our measurement.
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Systematic Source NB (-/+) NC (-/+) NL (-/+) Ratio (%)

Background After b-tag 2.81/2.81 4.74/4.74 7.71/7.71 0.16/0.16

Background Before b-tag 0.03/0.03 0.05/0.05 5.23/5.23 0.01/0.01

Mistag Rate Differences 1.81/1.81 3.06/3.06 4.97/4.97 0.10/0.10

Mistag Rate 0.71/0.71 1.20/1.20 1.95/1.95 0.04/0.04

Jet Energy Scale 3.22/1.21 5.44/2.05 144.28/184.05 0.12/0.02

b-jet vs light-jet JES 1.75/1.54 2.95/2.67 5.54/6.17 0.09/0.10

b/c tag efficiency (TRF) 0.79/0.84 1.34/1.41 2.30/2.18 0.04/0.05

Hadronic Jet Eff Corr. 0.57/0.60 0.96/1.01 1.64/1.57 0.03/0.04

Jet Reco. Eff (b vs. q) 0.64/0.67 1.08/1.13 1.83/1.76 0.04/0.04

Taggability SF Error 0.23/0.24 0.39/0.40 0.00/0.00 0.01/0.01

Error on σZ+c/σZ+b 0.86/0.91 3.75/3.55 2.73/2.88 0.05/0.05

20% Error on Z +QQ̄/Z +Q 0.53/0.55 0.89/0.92 1.22/1.19 0.03/0.03

Effect of Merged b/c Quarks 1.66/0.00 2.81/0.00 0.00/4.57 0.10/0.00

Total Syst. Error 5.50/4.27 9.92/7.62 144.85/184.58 0.28/0.24

Table 5.8: Summary of systematic uncertainties. Refer to the text for further explana-

tions for the source of these uncertainties.



Chapter 6

Dimuon and Dielectron

Channel Combination

6.1 Introduction

A similar measurement of the ratio of inclusive Z + b-jet to Z+jet cross sections

is also performed in the di-electron channel where the Z boson decays into a pair

of electrons (instead of muons). The dielectron analysis is described in extensive

detail in [86], but we will present a short description of event selection and the

measurement of the ratio in this chapter. Finally, we will also discuss how these

independent measurements are combined into a single measurement.

6.2 Electron Selection and Candidate Events

The dielectron analysis is based on a collider data sample corresponding to an

integrated luminosity of 189 pb−1. The data is collected using two different dielec-

tron triggers and further skimmed for two reconstructed EM objects of transverse

momenta larger than 15.0 GeV (2EMhighpt skim).

177
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As we discussed in chapter 4, electrons are reconstructed via simple cone algo-

rithms in the calorimeter with radius of 0.2 in η−φ. The electromagnetic fraction

for the initial candidates is required to be larger than 90 %. The isolation which

is defined as ((ER<0.4
TOT − ER<0.2

EM )/ER<0.2
EM ) is required to be less than 0.15. The

H-matrix χ2, as defined in chapter 4, is required to be less than 20 for these

EM object candidates. Finally the selected EM objects are required to pass the

following set of kinematic cuts:

• pT > 15.0 GeV

• |η| < 2.5

In order to reconstruct the Z candidates, at least one EM object is required

to have a matching central track and the dielectron invariant mass is required

to be between 80.0 and 100.0 GeV . This window is tighter than that used for

the dimuon channel because the electron energy resolution is better than that of

muons. Before any jet selection, we find 15,613 Z candidates in the dielectron

channel with inclusive number of jets.

Despite the difference due to the electron selection in the dielectron channel

analysis, the jet selection, taggability and b-tagging requirements are kept exactly

same in the two analysis. The dielectron candidate invariant mass distributions

for events with one or more taggable jets and with a b-tagged jet are shown in

Fig. 6.1.

The transverse momentum of taggable jets as well as b-tagged jets can also

be seen in Fig. 6.2 and Fig. 6.3, respectively. After the requirement of at least

1 taggable jet, the number of Z candidates reduces to 1658 events. With the

b-tagging, the number of dielectron Z candidate events including at least one b-

tagged jet is 27 events. Unlike the dimuon analysis where we observed a single

event with two b-tagged jets, no event with more than one b-tagged jet is found
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Figure 6.1: Dielectron invariant mass distribution in data, where at least one of the

electrons is required to have a matching central track. In the upper plot, at least one

taggable jet present in the event, whereas lower plot requires at least one b-tagged jet

present in the event along with the dielectron candidate. Distributions shown with no cut

on the invariant mass.
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Figure 6.2: The comparison of taggable jet pT in Z candidate events (bars) and expecta-

tion from Z + j (black line) and the background (magenta-filled histogram). Background

contribution includes the fake background where a jet fakes an electron as well as the

non-resonant Drell-Yan continuum. In making the normalizations, MC jets are scaled by

the data versus MC jet reconstruction efficiency difference.

among the 27 candidates.

6.3 Ratio of Cross-Sections

The non-Z background contribution to the candidate di-electron events is calcu-

lated in a different way from the dimuon channel. Instead of analytically finding the

background contribution as in the dimuon channel, fits to the dielectron invariant

mass distribution are used to extract this. The bands of invariant mass to either

side of the Z mass window are fit with an exponential and the fit is extrapolated

to the region of interest (80-100 GeV ) to find the background contribution. With

this method, there is no way of separating the two sources of the background,

the multijet fake contribution and Drell-Yan continuum. The reason for differ-
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Figure 6.3: The comparison of b-tagged jet pT in Z candidate events (bars) and total

expectation from all sources contributing to the b-tagged jet final state (real b-jets as well

as c-jets, light jets and background). The magenta fill shows the dielectron background

which consists of the fake background where a jet fakes an electron as well as the non-

resonant Drell-Yan continuum.
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Figure 6.4: Dielectron and dimuon channels combined. Left plot (a) shows the transverse

momentum distribution of the b-tagged jets whereas the plot on the right (b) shows the

secondary vertex transverse decay length significance distribution without the cut on the

same quantity (> 7) as normally done for the analysis. All error bars are statistical.

ent methods of background calculations employed in the dielectron and dimuon

channels is related to the application of the isolation criteria in the two analyses.

Isolation criteria is a part of the electron reconstruction and there is no way of

using the isolation at the analysis stage forcing this particular way of measuring

the background. Since isolation criteria are applied after the reconstruction stage,

a similar restriction is not a problem for the dimuon channel. Consequently, this

method yields a dielectron background of 4.7% within the invariant mass window.

After estimating the background before and after b-tagging, we solve the set of

equations presented in the previous chapter. In the dielectron channel, the ratio of

inclusive cross sections of Z+b-jet to Z+jet is found to be 2.34± 0.66(stat)+0.27
−0.28(syst)%.
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6.4 Combination of the Two Channels

Having two experimental measurements for the same physical quantity, it is ben-

eficial to combine the two results into a single measurement. Due to the small

statistics in each of the separate channels, the statistical uncertainty is the major

uncertainty in these measurements and combining the results help reduce this un-

certainty. The two results are combined using a statistically weighted averaging

scheme as shown in Eq. 6.1.

Rcomb =

√
Nµµ

Nµµ +Nee
· Rµµ +

√
Nee

Nµµ +Nee
· Ree (6.1)

where R represents the measurement of the ratio from each channel and Nµµ

or Nee stands for the number of Z+taggable jet events in dimuon and channels

respectively. In the averaging process, all the systematic uncertainties are assumed

to be fully correlated and summed linearly except the uncertainties related to the

background estimation. Since the sources of backgrounds in muon and electron

channels are different, the corresponding uncertainties are added in quadrature.

The resulting measurement for the ratio of the inclusive Z + b-jet to Z+jet cross

sections is found to be;

σ(Z + b)
σ(Z + j)

= (2.11± 0.41(stat)+0.25
−0.22(syst))× 10−2 (6.2)



Chapter 7

Outlook for Z + bb̄ Cross-Section

Measurement

7.1 Introduction

Most of physics analyses currently performed at DØ involve production modes with

small signals compared to the large backgrounds from similar-signature physics

channels. It is clear that the study of these signals should be carefully optimized to

achieve the best combination of event yield while keeping the signal significance at

optimum levels. The traditional methods used in main-stream analyses, therefore,

might not always provide the most optimum selection of events.

An example of such rare signals is the Z(µµ̄) + bb̄ production where two high

momentum b-jets are produced via gluon splitting in association with a Z boson, as

shown in Fig. 7.1. Study of this signal is very important for the understanding of

QCD b-jet production with associated vector bosons. Another importance of this

channel is that it is one of the major background processes to several proposed new

physics signals like technicolor production as well as one of the Standard Model

184
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Figure 7.1: The Feynman diagram for Z(µµ̄)+bb̄ production at Tevatron where Z boson

decays to a pair of leptons (muons in this case) and the gluon decays to a pair of b quarks.

(SM) Higgs boson production modes.

The theoretical calculations including next-to-leading (NLO) corrections tells

us that the production cross-section for Z(`¯̀) + bb̄ signal is expected to be about

0.5 pb for the kinematic region we are interested in. This translates to a small

production probability such that with 300 pb−1 integrated luminosity, there are

only about 150 of such events produced as a result of proton anti-proton collisions

at the Tevatron. Due to several experimental factors like detector acceptance and

inefficiencies at different levels of reconstruction, we do not observe all of these

events produced in the collisions and lose a significant portion of signal events. The

signal acceptance for this signature is about 1 % using current standard selection

cuts and this gives an expectation of about 1.5 events for 300 pb−1 integrated

luminosity.

One or two recorded events are certainly too few to make any quantitative

or qualitative judgement about the production of Z(µµ̄) + bb̄ events and more

sophisticated methods should be employed to increase this low yield. With this
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purpose in mind, we will demonstrate a basic optimization scheme of the analysis

strategy to achieve a better level of signal event yields.

7.2 Optimization Methods and Preselection

We would like to perform the optimization first by summarizing the key observa-

tions that motivate this need. These are;

• The operating points for event selection should be optimized for the specific

signal investigated.

As we discussed before, the analysis strategy for the search of rare physics

signals where one would like to collect as many events as possible is sub-

stantially different from cases where one wants to improve on signal purity

and accomodate tighter event selection cuts.

• Traditional analysis strategies using square cuts1 that apply selections on

each physics object (tracks, jets, muons etc) in the event disregard the cor-

relation between these objects and throw out a significant number of signal

events from consideration.

For signal topologies including more than one physics objects, the analysis

could be loosened to allow for cases where one of the objects has high likeli-

hood of passing the standard event selections and the other has lower chance

of making through the possible event selection criteria. A schematic view of

the possible cases is shown in Fig. 7.2.

1Square cut method refers to an analysis strategy where specific cuts on several parame-

ters are made independently, delineating an n-dimensional rectilinear box in the parameter

space where the events are selected.
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Figure 7.2: An example of a 2D feature space where the higher end of tails near both axes

contain a significant fraction of the total sample. These tails would simply be ignored and

substantial amount of data would be lost with a traditional square cut about the origin.
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Along these lines, we will demonstrate an optimization scheme for the selection

of Z(µµ̄) + bb̄ events in this chapter. At the moment we treat the dimuon and

two b-jet systems independently for simplicity but further optimization could be

achieved if the Z(µµ̄) + bb̄ system is considered fully.

For this study, we made use of several MC (shown in Table 7.1) and data

samples to assess the effect of the optimization techniques. Data samples are

shortly denoted as:

• 2mu highpt — An inclusive collection of events with at least two recon-

structed LOOSE muons both of which are matched to central tracks. The

central track transverse momentum for these muons are also required to be

larger than 15.0 GeV . These events mostly consist of the Drell-Yan dimuons

as well as the muons produced in the semileptonic decays of heavy quarks.

• mu 2track — An inclusive collection of events with at least two recon-

structed tracks of transverse momentum larger than 15.0 GeV and at least

one of the selected tracks is required to match a reconstructed LOOSE muon.

• jet trigger — An inclusive collection of events firing the jet triggers

signalling the presence of a calorimeter jet. Although there is a small contri-

bution from W +jet and Z+jet sources, these events are mostly from QCD

inclusive jet production. This original selection of inclusive jet events are

further filtered with a requirement of at least two offline jets of transverse

momentum 20.0 GeV and at least one central track matched LOOSE muon

of transverse momentum above 15.0 GeV . This sample is used for the pur-

pose of representing the background samples as described in the following

sections.
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Sample MC Generator Events Cross-Section

Z(µµ̄) + bb̄ ALPGEN +PYTHIA 100k 0.539 pb

Z(µµ̄) + cc̄ ALPGEN +PYTHIA 40k 1.153 pb

Z(µµ̄) + jj ALPGEN +PYTHIA 180k 29.10 pb

Table 7.1: Information on the MC samples used in this study.

7.2.1 Pre-Selection

Before studying possible optimization methods, we clean up the data samples using

basic selection cuts that are widely used and necessary for similar analyses. The

pre-selections on jets, muons and the reconstruction of the Z boson are outlined

in the following subsections.

Jet Selection

For this analysis, we use calorimeter jets reconstructed with the cone algorithm of

radius size 0.5 (chapter 4). The jet selection cuts are summarized below:

• Application of L1 confirmation

• 0.05 < EM-fraction < 0.95

• CH-fraction < 0.4

• n90 > 1

• Apply jet energy scale (JES) corrections (v05-01-00)

• ET ≥ 20.0 GeV

• |η| ≤ 2.5
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Prior to the application of b-tagging, selected calorimeter jets are required to be

taggable as described in chapter 5. This condition is imposed on the calorimeter jet

by matching it to the reconstructed track jets within a matching ∆Rtrack−jet,jet of

0.5. For b-tagging, we use the impact parameter b-tagging algorithm as described

in chapter 4 and the taggable jets are assigned a probability describing the likeli-

hood of being associated with the hard-scatter (primary) vertex as opposed to a

displaced vertex. We do not yet apply a cut on this impact parameter probability

of the jets but rather use it as an input for our optimization study.

Muon Selection

Muons are required to be at least LOOSE in quality (chapter 4) and be matched

to central tracks with;

• pcentral
T > 15.0 GeV

• |η| < 2.0

For making Z candidates, we require two selected muons with the following

criteria;

• Opposite electric charge ie. Qµ1 6= Qµ2

• Opening angle in transverse plane: ∆φ > 0.4

• Invariant mass window: 65.0 GeV < Mµ1µ2 < 115.0 GeV

We investigated the preselection requirement of two central track matched,

loose muons. As we mentioned in chapter 4, the central tracking system alone

provides the necessary kinematic information for the reconstructed muons and

we use the muon system for the identification of the central track as a muon.

However, this muon system confirmation comes with the expense of the loss of
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efficiency due to muon reconstruction and is even more pronounced for the muons

pointing towards the bottom region of the muon detector (octants 5 and 6, |η| <

1.6) where the detector acceptance is lower as compared to other regions.

Given the problem presented above, we studied whether the Z boson candi-

dates can be reconstructed with a combination of two tracks, only one of which

is required to be identified as a muon. For this purpose, we used the mu 2track

data sample and required two central tracks of transverse momentum larger than

15.0 GeV and pseudo-rapidity within 2.0. At least one of the tracks is required

to match a reconstructed loose muon (instead of usual requirement of both tracks

matching muons). Both tracks are required to be isolated with respect to the clos-

est jet found in the event as specified by a cut on track prel
T > 10.0 GeV as used

in previous chapter (tracks with prel
T > 10.0 GeV are accepted as isolated).

Fig. 7.3 shows the invariant mass of the two track combinations where one

and only one of the tracks is matched to a reconstructed muon. In order to

observe the effect of the efficiency loss due to the second muon reconstruction, we

focused our selection to the bottom region of the muon detector where we required

the unmatched track to point towards this area (muon system octants 5 and 6,

|η| < 1.6). We observe that the signal contribution for these type of muon and

track combinations (198 events) is very small as compared to the added level of

background contamination (more than 20 times the added signal) which is believed

to be mostly due to events with a real single muon and additional high-pT tracks

from the jets. We conclude that the inclusion of events with one muon and an

isolated track is not desirable.
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Figure 7.3: The invariant mass distribution of the two tracks out of which only one of

them is matched to a reconstructed loose muon. Furthermore, the unmatched track is

required to be pointing towards the bottom of the DØ detector (octants 5 and 6) where

muon detector acceptance is somewhat lower with respect to the other regions.
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Figure 7.4: The dimuon invariant mass distribution in data with no isolation cut applied

on the muons. The red and green lines show the fit to a combination of functions describing

the Z resonance and the continuum.

7.3 Dimuon Selection Optimization

There are, in general, two major background processes to Z boson dimuon decays:

(1) the Drell-Yan production of the dimuon pairs, and (2) the multijet production

like bb̄ where two muons are produced due to semileptonic decays of B hadrons.

Unlike the Z resonance, these two major backgrounds contribute to the continuum

in the dimuon invariant mass distribution as seen in Fig. 7.4. Fig. 7.4 is obtained

from the 2mu highpt data sample with the requirement of two track matched,

loose muons and two taggable jets in the events.

One of the best ways to reduce the background to real Z dimuons is to reduce

the multijet (QCD) contribution inside the peak region [65, 115] GeV . The most

apparent characteristic of the QCD dimuon events is the isolation of the muons

since most of such muons are found near or inside the jets resulting in the large
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amount of calorimeter & track activity nearby them.

Before proceeding further, we analyze some fundamental isolation variables in

order to understand their power to discriminate real Z dimuons from QCD dimuon

events and select some of the most significant of these variables in our optimization

scheme.

We consider the following isolation variables:

• ∆R : Separation of the muon and the nearest good calorimeter jet in η-φ

space

• prel
T : The transverse component of the muon momentum with respect to

common muon and nearest jet axis:

prel
T =

|~pµ × (~pµ + ~pjet)|
|(~pµ + ~pjet)|

(7.1)

• TrkSum: Sum of all track transverse momenta inside a cone of 0.5 around

the muon:

TrkSum =
∑

∆R(track,µ)<0.5

ptrack
T (7.2)

• Halo: Total transverse energy deposition in calorimeter inside a cone of 0.4

around the muon subtracted by the same energy deposition inside a cone of

0.1 about the muon:

Halo =
Ncell∑

dr<0.4

Ecell
T −

Ncell∑
dr<0.1

Ecell
T (7.3)

• Momentum Scaled Variables: prel
T , TrkSum and Halo variables are each

divided by the muon momentum.

• Fisher Discriminant: A Fisher discriminant constructed from the Trk-

Sum, Halo and muon momentum (|~pµ|) variables. Given in the form of a
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linear transformation, the Fisher discriminant gives the best projection in

the parameter space for which the signal and background variables are best

separated from each. Eq. 7.4 shows the form of such a projection where mi

(S, signal or B, background) is the vector of means for the data samples in

the variable space and Cw is the sum of the covariance matrices for each

class of data [89]. Vector x represents the data point in the original variable

space and y represents the projection of y in the transformed space.

w ∝ C−1
w (mS −mB) (7.4)

y(w) ≡ wTx (7.5)

The performance of these discriminants in background and signal muons are

shown in Fig. 7.5 (the signal efficiency and background rate are defined per single

muon) where background muons are obtained from dijet events in jet trigger

data and signal muons are obtained from Z(µµ̄) + bb̄ MC sample. For the Fisher

discriminant performance, we divided the signal and background samples into

two same size subsets, one for training purposes and the other for measuring the

performance.

We see from Fig. 7.5 that the isolation variables which provide the best discrim-

ination between background and signal events are the TrkSum and Halo variables

as calculated according to the Eq. 7.2 and Eq. 7.3 respectively. Fig. 7.5 also shows

the multivariate discriminant constructed using the Fisher method and this con-

struction does not seem to add to the individual discrimination strength of the

two most powerful isolation variables.

In order to understand the correlation of these isolation variables and the

momentum of the muon for signal and background muons, we scale some of the

mentioned isolation variables by the muon momentum as shown in Fig. 7.6. We
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Figure 7.5: The single muon performance of some isolation discriminants (a) in back-

ground and signal samples. The lower plot (b) shows the Fisher likelihood discriminant

constructed from the combination of the other four isolation variables (∆R , prel
T , TrkSum

and Halo) for signal and background muons.
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Figure 7.6: The single muon performance of isolation discriminants in background and

signal samples compared to the muon momentum scaled versions of these discriminants.

Filled markers represent the original isolation variable whereas the unfilled markers rep-

resent the same isolation variable scaled (divided) by the momentum of the muon. The

signal and background distributions are normalized to an area of 1.

compare the performance of the unscaled isolation variables to their scaled ver-

sions and observe that the discrimination characteristic of the two most powerful

isolation variables are enhanced when divided by the muon momentum.

It is clear that the Halo and TrkSum variables, when combined with the mo-

mentum of the muon, provide the best signal efficiency for lower background rates.

Since both the Halo and TrkSum variables are behaving in a similar way (larger for

background, smaller for signal muons), we combine the effect of these two isolation

discriminants in a new isolation discriminant, fiso as defined in Eq. 7.6. The result

of the individual scaled Halo and TrkSum variables as compared to the sum of the

two is shown in Fig. 7.7.
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fiso =

[ Ncell∑
dr<0.4

ET −
Ncell∑

dr<0.1

ET

]
+

Ntrack∑
dr<0.5

pT

Pµ
(7.6)

Fig. 7.7 shows us that the combined isolation discriminant (fiso) performs con-

sistently with our expectation and enhances the performance of individual discrim-

inants. Furthermore, the Fisher discriminant, finding the best linear combination

among the Halo, TrkSum and muon momentum variables, is observed to be weaker

than our intuitive construction, fiso.

Our study on single muons showed that the combined isolation discriminant

provides the best performance for the discrimination of signal and background

muons. Following this observation, we can also work on the optimization of the

isolation criteria for the dimuon system but we find it more natural to describe the

isolation of the muon with a probability rather than the actual physical variable

(fiso). As we will observe later, working with a probability provides the flexibility

necessary for performing a variety of optimization techniques.

We construct the isolation probability solely from the background sample which

we extracted from the jet-trigger data as in Eq. 7.7. This way the probability

density distribution, shown in Fig. 7.8, can fully be extracted from data alone.

This would enable the isolation probability to be independent of any simulation

but the definition of such a probability would be the “isolation probability of the

muon to be a background-like muon”. However, this can simply be inverted to

describe the likelihood of being a signal-like (Z -like) muon.

Piso(f0) =

∞∫
f0

fiso(µ)df

∞∫
0

fiso(µ)df

(7.7)

The behaviour of the constructed isolation probability in signal and background
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Figure 7.7: The single muon performance of scaled isolation discriminants (a) in back-

ground and signal samples. The lower plot (b) shows the Fisher likelihood discriminant

constructed from the combination of Halo, TrkSum and muon momentum variables to

search for other ways of combining these variables (other than adding and scaling with

muon momentum. The signal and background distributions are normalized to an area of

1.
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Figure 7.8: The isolation discriminant, ie. fiso defined in Eq. 7.6, as obtained from

single muons in background data sample.

muons is shown in Fig. 7.9. The background sample used in this plot is independent

of the sample for which the probabilities are reconstructed since we divided the

background sample into training and test samples for this purpose. We observe

that the muons in the background data sample show a flat probability between 0

and 1 as expected from the construction of the probability. We also realize that

signal-like muons accumulate around Piso = 0, since this probability describes

the likelihood of being a background-like muon. Fig. 7.9 convinces us that the

construction of the probability works just as expected.

Our next step is to combine the isolation probabilities of the two individual

muons in the signal and background dimuon events. However, as we discussed

before, the background sample extracted from jet-trigger data is selected with

only 1 or more muon requirement and most of the events in this sample indeed

are exclusively one-muon events. In order to overcome this problem, we employ a
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Figure 7.9: The isolation probability, ie. Piso defined in Eq. 7.7, of background and

signal muons.

simple scheme in which we perform a fundamental simulation technique.

Using the discriminant distribution, fiso, of muons in background events, we

generate a second muon in the event with an isolation discriminant equal to a

random value generated from fiso distribution. We show the discriminant values

of the real and generated muons in the background events in Fig. 7.10. The random

generation of a second muon in the event ignores the possible correlations between

the two muons which might be appearing in the real collider data. However, we

will demonstrate later that our approximation with this dimuon generation scheme

is a good approach to mimicking the real background dimuon events.

From Fig. 7.11, we observe the correlations between the two isolation proba-

bilities of the muons in the Z events. The signal dimuon events appear to have

occupation densities consistent with hyperbolic contours, described by the relation

P1 × P2 = const.
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Figure 7.10: The isolation discriminant, ie. fiso defined in Eq. 7.6, for real background

muons and generated muons. The projection of this plot on either of the axes produces

Fig. 7.8.
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Figure 7.11: The 2D isolation probability, ie. Piso defined in Eq. 7.7, distribution in

signal dimuon events (x and y axis show the leading and next-to-leading muons, respec-

tively). The distribution suggests that hyperbolic contours give a good description of the

Z dimuon events and border the area of probability accumulation in these events.
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We combine the individual muon isolation probabilities to create a dimuon

probability consistent with the hyperbolic contours in Fig. 7.11. We also compare

the performances of these hyperbolic cuts to more traditional square cut analysis

where a cut is applied to both muons (ie. (P1 < cut) AND (P2 < cut)) and an OR-

ing scheme where we only apply a cut on the most isolated (smallest probability)

muon (ie. Pmin < cut ).

The performances of these different strategies can be compared in the signal

dimuon efficiency versus background dimuon efficiency plot in Fig. 7.12 . The per-

formances of these different event probability construction models indeed demon-

strate that the hyperbolic contours provide the best description of the signal proba-

bility phase space. The performance gain as evidenced by Fig. 7.12 is quite striking

especially in the high efficiency regions (near 95% signal efficiency) where the hy-

perbolic construction of event probability achieves about 6 times lower background

levels at same signal efficiencies. This can be translated to a gain of almost 2.5 in

the significance of the dimuon signal with respect to the QCD background.

In addition to trying pre-constructed strategies which proved to be very effi-

cient, we also tried a “random grid search” method which enables the selection

cuts to attain flexible values across the 2D phase space [90]. We tested this strat-

egy on a grid of 5000 network nodes and the performance of this method can be

seen in Fig. 7.13. The efficiency vs. background rate plot shows us that there

are some efficient operating points which provide as low as 8% background rate at

95% signal efficiency. Although being much better than the traditional square cut

approach, the event probability we constructed proved to be a much better choice

to discriminate the signal from background.
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Figure 7.12: The dimuon (event) efficiency of some event probability constructing strate-

gies in background and signal samples.

Figure 7.13: The dimuon (event) efficiency of in background and signal samples obtained

via a 5000 network node random grid search.
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7.3.1 Efficiency Measurement in Data

We have demonstrated the performance of the dimuon isolation probability on

Monte Carlo signal (Z(µµ̄) + jj ) events as well as jet trigger data which we used

as the background sample. We have two additional tasks to confirm the validity of

our studies. First of all, we need to confirm that artificially generating the second

muon in the background sample correctly simulates the actual background events

and does not introduce any bias. We also need to measure the signal dimuon

isolation efficiency directly from the Z events in the data.

In order to study the muons in the background events, we use the 2mu highpt

data sample and select two muons in the event. The background-like dimuons are

distinguished from real Z dimuons by requiring that the isolation probability of

the two muons should be greater than 0.005, this sample is also called anti-isolated.

Most of these dimuon candidates are indeed background events as seen from the

dimuon invariant mass distribution in Fig. 7.14.

The isolation probability distribution for these anti-isolated dimuons is also

given in Fig. 7.15 overlayed with the dimuon probability where we generated the

second muon in the event from a flat probability. Fig. 7.15 shows that our sim-

ple simulation scheme appear to describe the probability distribution of the real

background dimuon events well within the available statistics.

Given our ability to describe the real background dimuons in data, we use

the generated dimuon probability distribution to calculate the isolation efficiency

for background dimuon events (with two additional jets). For signal efficiency,

we employ an invariant mass fitting procedure where we fit the invariant mass

distribution of dimuons before and after the isolation requirement and extract the

number of real Z candidates from the fits as shown in Fig. 7.16. The results are

shown in Table 7.2.
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Figure 7.14: The invariant mass of the two muons in the anti-isolated (Piso ≥ 0.005)

data sample.

Isolation Signal Efficiency Background Rate

Piso < 0.001 78.7 % 0.79 %

Piso < 0.003 89.0 % 2.07 %

Piso < 0.005 92.1 % 3.17 %

Piso < 0.010 95.7 % 5.55 %

Piso < 0.015 97.6 % 7.74 %

Piso < 0.025 98.2 % 11.62 %

Table 7.2: The signal and background dimuon efficiencies for several dimuon isolation

probability requirements. Consult the text for an explanation of the calculation method.
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Figure 7.15: The isolation probability of the two muons in the anti-isolated

(Piso ≥ 0.005) data sample (error bars) is shown overlayed with the probability of

the dimuons extracted from the jet trigger data where the second muon is artificially

generated in the event.



7. Outlook for Z + bb̄ Cross-Section Measurement 209

Figure 7.16: The calculation of the signal dimuon isolation requirement efficiency (shown

for Piso ≥ 0.025). Upper plot (a) shows the dimuon invariant mass distribution with no

isolation requirement and the lower plot shows the same distribution after a cut on the

isolation probability. The number of real Z candidates are extracted from the peak within

the mass window [65, 115] GeV .
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7.4 b-jet Selection Optimization

Through the optimization studies, we observed that applying the selection cuts

on the dimuon system (on the dimuon isolation event probability) provided better

performance than a traditional square cut analysis. The same strategy can be

extended to the two b-jet system where we again have two similar objects in the

final event signature. However, in this case, our optimizations will be performed

on the b-tagging probability rather than the isolation.

We perform the optimization through a two-step approach where we first de-

termine the level of background which provides us the best signal significance and

after determining this, we move on to studying of the possible enhancements that

could increase the signal efficiency further while keeping the background rate at

this optimum level.

The production of real Z + bb̄ events at the current DØ data is very low and

hence we perform these optimizations on simulated (MC) signal and background

data. We assumed some general dimuon trigger efficiencies for selecting Z ’s and

applied event selection and b-tagging algoritms on the jets in these MC events.

We take into account the differences in b-tagging in MC and real data by using a

general scale factor (SF) of 80% to bring down the MC efficiencies to more realistic

figures [79]. Tables 7.3 through 7.5 summarize the efficiencies and cross-sections

used and obtained in this study. As expected, the Z selection performance does not

show any significant variations between these samples. Small discrepancy observed

in the Z selection efficiencies shown in Table 7.3 and Table 7.5 could be attributed

to the fact that different underlying quark masses in these samples effect the jet

kinematics and topology which indirectly effects the isolation condition imposed

on the muons from the Z .

The expectation from QCD background for faking real Z dimuons is extracted

from real µµ̄+jj events in data and found to be about 2.6 events in about 150 pb−1
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Information Z(µµ̄) + bb̄

Cross-Section 0.539 pb

Trigger Efficiency 76.50 %

Selection Events Efficiency Events/ 150 pb−1

Events (before trigger) 126143.8 100.00 % 80.85

#Z 40018 31.72 % 25.65

#Z + ≥ 2 jets 8899 7.05 % 5.70

#Z + ≥ 2 taggable jets 7654 6.07 % 4.91

Table 7.3: Basic information and the pre-selection efficiencies used for Z(µµ̄) + bb̄ MC.

Information Z(µµ̄) + cc̄

Cross-Section 1.153 pb

Trigger Efficiency 76.50 %

Selection Events Efficiency Events/150 pb−1

Events (before trigger) 130718.9 100.00 % 172.91

#Z 41469.4 31.72 % 54.86

#Z + ≥ 2 jets 9221.8 7.05 % 12.20

#Z + ≥ 2 taggable jets 7931.6 6.07 % 10.49

Table 7.4: Basic information and the pre-selection efficiencies used for Z(µµ̄) + cc̄ MC.
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Information Z(µµ̄) + jj

Cross-Section 29.10 pb

Trigger Efficiency 76.50 %

Selection Events Efficiency Events/150 pb−1

Events (before trigger) 213160.8 100.00 % 4365.00

#Z 61677 28.93 % 1262.99

#Z + ≥ 2 jets 12601 5.91 % 258.04

#Z + ≥ 2 taggable jets 10339 4.85 % 211.72

Table 7.5: Basic information and the pre-selection efficiencies used for Z(µµ̄) + jj MC.

(see chapter 5 for details on the method). This specific background is treated as

bb̄ and the jets are weighted with corresponding b-tagging efficiencies. We know

that the composition of this background is not purely bb̄ but could be treated as

such for the most conservative estimate.

The b and c-jet tagging efficiencies as a function of mistag rage (fake rate or

light quark/gluon jet tagging rate) with impact parameter b-tagging algorithm is

shown in Fig. 7.17 with the data/MC scale factor included in the efficiencies.

General DØ procedures for the identification of b-jets operate at levels to allow

1.0% (loose), 0.5% (medium) and 0.25 % (tight) of mistagged jets. In order

to understand if these operating points are suitable for Z + bb̄ analyses or to find

the optimum operating point, we vary the tagging cuts along the b-jet and c-jet

tagging efficiency curves shown in Fig. 7.17 and look at a reasonable figure of merit

to compare different operating points. For the choice of a figure-of-merit in this

analysis, we use the signal significance of Z + bb̄ in 150 pb−1 data, ie. S/
√
S +B.

In Fig. 7.18, we show the different b-tagging operating points in a graph of

signal significance versus mistag rate in 150 pb−1. It is clear from the figure that
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Figure 7.17: b-jet (red curve) and c-jet (blue curve) tagging efficiencies as a function of

mistag (light jet tagging) rate obtained with the impact parameter b-tagging method.

the significance does not reach its optimum level with current b-tagging operating

points ie. loose etc. For Z+bb̄ signal, the optimum signal significance is obtained

at a much looser mistag rate of 3.6%. This finding is crucial for Z+bb̄ analysis since

the increase in efficiencies will provide us larger data sets to work while keeping

the signal significance at maximum.

This simple exercise clearly shows that the currently utilized set of operat-

ing points are too tight for Z + bb̄ analysis and both the event yield and signal

significance benefit from loosening the mistag rate and the efficiencies.

The number of expected (signal, background and total) events as a function

of the mistag rate are also derived and shown in Fig. 7.19 along with actual ob-

servations from 150 pb−1 collider data. Our first observation is that the optimum

operating point which we determined to be about 3.6% mistag rate gives us an

event yield of about 3.5 events in 150 pb−1 integrated luminosity as compared to

about 2 events that the current loosest operating point achieves. The increase is
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Figure 7.18: Signal significance, ie. S/
√
S +B, versus mistag rate for different b-tagging

operating points. The horizontal line is shown to guide the eye for finding the maximum

of the curve (dots). The maximum significance for Z + bb̄ signal is obtained at a mistag

rate of about 3.6%.
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Figure 7.19: Number of expected signal (only b-jets), background (sum of c-jet, light jet

and QCD contributions) and total events as a function of mistag rate are shown overlayed

with observations from 150 pb−1 real data.

an equivalent of adding 75% more data into the analysis and keeping the signal

significance at maximum.

Another observation from Fig. 7.19 is that given the low statistics in data

events, we see that our modelling has a good consistency with actual data up

to mistag rates of about 5%. The observations from data start to overshoot our

expectations but we believe this is partially a result of being over-conservative in

the MC/data b-tagging efficiency scale factor estimation. We used a global down-

scale factor of 80 % across all operating points but we know that this scale factor

approaches 100 % as the mistag rate increases.

After having found the level of mistag rate that we can allow for achieving the

optimum performance from the b-tagging method, we can turn our attention to

increasing the signal efficiency with respect to the square cut analysis. The most

natural way to study this will be to follow the path we have described in the dimuon
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Figure 7.20: The impact parameter b-tag probability of the two leading taggable jets in

the signal (Z + bb̄ ) sample, x-axis shows the leading jet while y-axis showing the next-to-

leading jet in the event. Since the probability describes the likelihood of being associated

with the primary vertex, the probabilities for b-jets are close to P=0 .

optimization section since we observed substantial increases in the efficiencies when

the probabilities of the two similar objects in the event are combined.

The impact parameter probability of the leading two taggable jets in the signal

sample are shown in Fig. 7.20 and this 2-dimensional space reminds us the corre-

sponding space of the Z dimuon system with the proability contours bordered by

hyperbolic contours.

Combining the jet IP probabilities according to hyperbolic contours would

again allows us the flexibility to gain the efficiency from events which have one

strong b-jet and one weaker quality b-jet in signal events. Since the light jet proba-

bility distribution is flat in the 2-dimensional space, we expect similar performance

from the two b-jet probability.

Along with many different algorithms we tried, we show the most powerful
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Figure 7.21: Signal (Z+bb̄ ) event efficiency versus mistagged event rate (two mistagged

jets) with different strategies used to make the event selection.

combination methods in Fig. 7.21 with the performance of current official operating

points for double b-tagging. The 3.6% optimal point for mistag rate corresponds

to about 0.1% (∼3.6%×3.6%) event mistag rate for the two b-jet system and at

about 0.1% mistag rates, we see that the topological event probability constructed

along the hyperbolic contours (P1 × P2 = const.) gives much better performance

as compared to the traditional square cut analysis (points shown as squares).

Fig. 7.21 shows that at the optimal 0.1% mistagged event rate, the combined

product of probabilities achieve as much as 50% increase in signal efficiency over

what a traditional square cut analysis can achieve.

7.5 Discussion

In this study, we have demonstrated that more optimal Z(µµ̄) + bb̄ selection can

be obtained by a simple technique of combining the probabilities of the two similar
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objects (µ’s or b-jets) in the event resulting in substantial improvements. These

more optimal strategies allow more efficiency and high yields for the Z(µµ̄) +

bb̄ signal which is crucial given the low production cross-sections at the Tevatron.

In the dimuon selection, we first analyzed the best isolation discriminants and

constructed an isolation likelihood for the dimuon selection. When compared to a

traditional muon isolation cut, our strategy achieved as much as a six fold decrease

in the amount of background (at 95% signal efficiency) using the isolation proba-

bility obtained from the two muons in the event. The advantage of the method is,

however, less pronounced at low signal efficiency levels as seen from Fig. 7.12.

The enhancements for the two b-jet sector was even more striking since we did

two layers of optimization for the b-jet identification. First, using the traditional

square cut analysis, we found the necessary level of background rate for achieving

the best signal significance for the Z + bb̄ production. This optimal point was

observed to provide as much as 60% increase in the b-tag efficiency when compared

to the operating point we have chosen for the ratio of Z + b to Z + j inclusive

cross-sections analysis.

A similar combination of the two jet impact parameter b-tag probabilities

worked to our benefit for the Z + bb̄ signal as well and using this method, we

were able to boost the signal efficiency to higher levels while keeping the mistag

background at a fixed point as shown in Fig. 7.21. The improvement from this

method over the traditional analysis at the previously found optimal operating

point was a factor of 1.5.

Combining all these optimal analysis strategies, the sensitivity to Z(µµ̄) +

bb̄ signal is enhanced substantially. Compared to the strategy used in the mea-

surement of the ratio of cross-sections described in chapter 5, the improvements de-

scribed here brings about a factor of 3 increase in the signal efficiency at more opti-

mal background levels. According to our projections for about 300 pb−1 integrated
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luminosity, proposed optimizations would roughly yield about 6.6 Z(µµ̄) + bb̄ sig-

nal events data as compared to only 2 events that the traditional methods would

obtain. Given these improvements, similar levels of statistical significance for

Z + bb̄ signal can be obtained at less than half the integrated luminosity it would

take otherwise.
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